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Abstract

This paper addresses the problem of optimal Quality of $erf@oS), Traffic Engineering (TE) and Failure Recovery (FR)
in Computer Networks by introducing novel algorithms thahlyouse source inferrable information. More precisely,
optimal data rate adaptation and load balancing laws anéd®@ which are applicable to networks where multiple paths
are available and multiple Classes of Service (CoS) are tpriveéided. Different types of multiple paths are supported,
including point-to-point multiple paths, point-to-mudtint multiple paths, and multicasting. In particular,stshown that
the algorithms presented only need a minimal amount of in&tion to achieve an optimal operating point. More pregjsel
they only require knowledge of whether a path is congesteabarHence, the control laws provided in this paper allow
source inferred congestion detection without the need xXpti@t congestion feedback from the network. The proposed
approach is applicable to utility functions of a very gehdoam and endows the network with the important property
of robustness with respect to node/link failures; i.e., uploe occurrence of such a failure, the presented contra law
reroute traffic away from the inoperative node/link and @rge to the optimal allocation for the “reduced” networkeTh
proposed control laws set the foundation for the developrogfeature-rich traffic control protocols at the IP, traogp

or higher layers with provable global stability and conesrge properties. Highly scalable QoS, TE, and FR featunes ca

be implemented based on these control laws, without theviemzent of the routers in the network core.
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. INTRODUCTION

The Transport Control Protocol (TCP) window flow control aifons use minimum information from the
network as input to allow fully distributed traffic controh other words, the only needed feedback information
for the TCP window flow control is whether the forwarding pashcongested or not. This allows the TCP
source node tinfer path congestion by counting the number of repetitive ackedgments of the same packet
or measuring end-to-end round-trip delay, making TCP a temg-to-end protocol without the assistance of
the underlying internetworking layer infrastructure. hias made the proliferation of the Internet applications
at the global scale possible. An excellent example is thie fdsquitous adoption of World Wide Web due to

its use of TCP as its underlying transport.

However, as the Internet has evolved into a global commardiastructure, there has been a great demand
for new applications of global reach, for which today’s hmet protocols cannot adequately support. For
example, realtime applications, such as Voice over IP (Vaiid video phone, have stringent delay and delay
jitter requirements, which cannot be adequately suppditetbday’s Internet protocols. As a result, in recent
years, a large number of new Internet protocols were deedlapan attempt to meet this demand. For example,
Multiprotocol Label Switching (MPLS) has been envisionsda ideal platform upon which guaranteed services
could be developed. Service guarantee is achieved by gettinand managing a set of primary and backup
Class-of-Service (CoS) aware label switched paths acros® @omain. In addition to MPLS, this approach
requires a suite of protocols be implemented, e.g., DiffSer Quality of Service (Q0S), path protection/fast
rerouting for link failure recovery (FR), and constraintsbd routing for traffic engineering (TE). This, however,
means that, to adequately support realtime applicationdiae suite of protocols with significant involvement
of the IP core nodes need to be developed. This raises sertmeerns about the scalability and complexity

of using these protocols to support realtime applicatians global scale.

Hence a key question to be answered is whether it is possildmdble the above service quality features,
including QoS, TE, and FR, with the involvement of communaratend points only. In this paper, we put

forward a much needed mathematical framework to make thssiple. We show that a large family of
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Distributed traffic Control Laws (DCLs) exists, which allowgtimal, multiple CoSes, multipathbased rate
adaptation and load balancing. The DCLs drive the networkntogeration point where a user defined global
utility function is maximized. The DCLs control the trafficdapendently at different traffic source nodes, e.g.,
edge nodes or end-hosts. A salient feature of this family 6L®is that the needed information feedback
from the network is minimum, i.e., whether a forwarding petltongested or not, which can be inferred at the
source node itself, the same way as TCP congestion notificafitis makes it possible to allow this family of
DCLs to be operated end-to-end. A core node may be CoS and athlggnostic and may employ any queue
management/scheduling algorithms, e.g., simple FIFO egjeat its output ports. This family of DCLs allows
fast timescale TE through multipath load balancing whictolsust in the presence of link/node failures. In other
words, the DCLs can automatically repartition the traffic maptimal way among the rest of the multipath in
react to any path failures. Hence, this family of DCLs by dedigs the capability to enable optimal, scalable
QoS, TE, and FR, simultaneously. Moreover, since the mattiemhdormulation allows both point-to-point
multipath and point-to-multipoint multipath, the family DCLs can be applied to a connectionless IP network
to enable sophisticated service quality features, solaetl on a set of shortest paths from any given ingress
node to a set of egress nodes.

The remainder of the paper is organized as follows: Sectioeviews the related work. Section Il presents
notation and assumptions used throughout this paper,dBeldti provides a precise statement of the problem
to be solved, while Section V introduces the proposed optsoktion. Section VII on the other hand, discuss
some implementation issues while Section VIII provides s@imulation results. Finally, Section IX provides

some conclusions and the Appendix presents the proof ofehidts in this paper.

[I. RELATED WORK

There is extensive literature on distributed traffic cohntin particular, algorithms with a focus on TCP

types of traffic were developed, including both empiricaagithms (e.g., see [7], [8]) and algorithms based

IHere a multipath is defined as a set of paths originated from a givenesnotte to one (i.e.,point-to-point) or a set of (i.e., point-to-multipoint)

sink nodes.
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on control theory (e.g., see [2], [4]). However, these atgars assume a single path and the approaches taken

are not optimization based.

Since flows with different ingress-egress node pairs sheresame network resources, the key challenge in
the design of DCLs is the fact that there is a high degree ofantmn between different flows due to the
resource constraints. One approach to get around this isctoporate a link congestion cost into the overall
utility function, which replaces the link resource consits. Then, the problem is solved using a gradient type
algorithm, resulting in families of DCLs that support pototpoint multi-path load balancing for rate adaptive

traffic, e.g., Golestani, et al. [10], Elwalid, et al. [5],caGuven, et al. [11].

Recently, significant research effort has been made in thgrded DCLs with link capacity constraints
explicitly taken into account. At the core of this endeawwthe development of DCLs which converge to an
operation point where a given global utility function is nmaked. This line of research has been proven to be
fruitful. Large families of DCLs of this kind are obtained legson the nonlinear programming techniques, e.g.,
the work by Kelly, et al. [14], Low and Lapsley [18] [21], La @®nantharam [16], and Kar, et al. [13]. These
families of DCLs generally require that a sum of link “pricest all the links in the forwarding path to be
periodically calculated and fed back to the source. Underctindition that the network is lightly loaded, the
DCLs developed in [16] and [13] allow local control withoueftback from the network. In particular, in [21],
a family of rate adaptive control laws is design that reqgimaly single bit binary feedback indicating whether
the path is congested or not. Kelly, et. al. [14] found a T&e-IDCL that allows point-to-point multipath,
under the condition that there is no feedback delay. Recdndy, et al. [12] successfully extended the results
in [14] to allow feedback delay. The results were appliednicoserlay network of BGP peers with dedicated

resources to allow point-to-point multi-path load balsuggi

However, all the above results can only be applied to ratgtagatraffic. Recently, the authors of this
paper developed a family of DCLs [17] based on nonlinear obritreory [15]. This family of DCLs can be
applied not only to usual rate adaptive traffic with poirfptmint multipath, but also to rate adaptive traffic
with minimum service requirements and/or maximum alloweddsng rate and to services with targeted rate

guarantee, all allowing for point-to-point multipath. Taely needed feedback from the network is the number
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of congested links along the forwarding paths. Moreoves,tdthnique applies to any utility function that can
be expressed as a sum of concave terms.

Nevertheless, due to the needed use of the number of coddests in a forwarding path as the input to a
DCL, the family of DCLs proposed in [17] requires explicit casgion feedback from the network. Hence, this
family of DCLs can only be applied to a connection-orientetivoek, such as an MPLS enabled IP network.
In this paper, a new family of DCLs is design, free of limitaisosuffered by the family of DCLs proposed in
[17], while retaining all the nice features enjoyed by tranily of DCLs. Moreover, the new family of DCLs
allows both point-to-point multipath and point-to-muttipt multipath, making it applicable to a connectionless
IP network using multiple source rooted shortest paths ddoy an underlying intradomain routing protocol.

Finally, note that in a related work in [20], the authors astpaper designed a family of DCLs which allows
hop-by-hop rate adaptation and load balancing with mininmformation exchange between neighboring nodes.
It is particularly powerful to provide sophisticated seeviquality features at the internetworking layer in a
connectionless IP network, while the family of DCLs develbpe this paper is particularly useful to allow

sophisticated service quality features to be developetieatransport or higher layers end-to-end.

[11. PRELIMINARIES

Throughout this paper, it is assumed that traffic flows candsebed by a fluid flow model, where the only
resource taken into account is link bandwidth. For simfyicive first restrict ourselves to the point-to-point
multipath only and address the point-to-multipoint and tioakt cases later.

Consider a computer network where calls of differgtesare present. In this papdypesdenote aggregate
of calls with the same ingress and egress node, as well aseseeguirements; i.e., calls that share a given set
of paths connecting the same ingress/egress node pair apsevgervice requirements are to be satisfied by
the aggregate, not by individual calls. Note that when thgeeabdes coincide with the end-hosts, the control
laws developed in this paper become end-to-end control\eavking at the transport layer servicing individual
application flows.

More precisely, consider a computer network whose set &Elis denoted byZ and letc; be the capacity

of link | € .Z. Let n be the number of types of calls; be the number of paths available for calls of tyipe
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and.Z} j be the set of links used by calls of typeéaking pathj; i.e., if Bj ; = card % j), the cardinality of
the set% j, thenB; j is the number of links in this path. Given calls of typdet x; ; be the total data rate of
calls of typei using pathj. Also, letx; =[x 1,Xi2,...,Xn] € R™ denote the vector containing the data rates
allocated to the different paths taken by calls of typandx = [x],xJ,... ,me e RN the vector containing
all the data rates allocated to different call types andaehge paths, wher®l =ng+nz+-- -+ np.

Now, a link | € . is said to be congested if the aggregated data rate of the wsilhg the link reaches
its capacityc;. The congestion informationg ; for calls x j; i.e., calls of typei taking pathj, is defined as

cg j=1if any link| € 4 j is congested, and O otherwise. Moreow®f,; denotes the logical not operation on

g j: i.e.,a},,sz 1—cgw

IV. PROBLEM STATEMENT

In this paper, we aim at solving the same problem as in [1&]; developing data rate adaptation laws that
maximize a given utility function subject to CoS requirenserilthough addressing the same problem, the
solution to the problem presented in this paper is not aremental improvement on the solution provided
in [17]. It sets the foundation for the development of a wideiety of traffic control protocols to enable QoS,
TE, and FR features simultaneously, which only use souregrable congestion information. We now define
precisely the problem to be solved.

The results in this paper aim at maximizing utility functsoaf the form

U (x) = a.iui(xi) = GiUi (Xi,2,%.2, -2 Xiny ) s

subject to network constraints and CoS requirements, Whgre, i = 1,2,...,n, are differentiable concave
functions, strictly increasing in each of their argumerisd o is a positive scaling constant. Given this, the

problem of optimal resource allocation can be formulateg (d7]) as the following optimization problem:
m):axU (X)
subject to the network capacity constraints

; Xij—¢ <0; l e 2,
ij:Te4;
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the CoS requirements: the Assured Forwarding (AF) requingsne
nj
ZXLJ':/\i; i=12,...,5,
j=1

the Minimum Rate Guaranteed Service (MRGS) requirements

L

zxi,jZGU |:Sﬂ_+17sﬂ.+27as27
=1

the Upper Bounded Rate Service (UBRS) requirements

N
SXj<6  i=9+l9+2...5,
=1

the Minimum Service Guarantee and an Upper Bounded Rate (MRGUHgB)rements

n
6<> %<0 I =s3+1,3+2,...,%
=

and all data rates are nonnegative
Xi,j > 0; i=12...,nj=212...,n.

Obviously, the optimization problem above is a convex pgohli.e., maximizing a concave function over
a convex set. If global information is available then algoris like gradient descent could be used to solve it.
However, generally, global information is not availabléeTobjective of this paper is to provide decentralized

adaptation laws that converge to the solution of the protdéated above

A. Point-to-Multipoint Service

The problem formulation so far has only considered poiapamt multipath; i.e., multiple paths from an
ingress node to a given egress node. This formulation, henvéy too restrictive. It does not account for the
possible need for point-to-multipoint multipath forwangj i.e., forwarding from an ingress node to multiple

egress nodes. This feature is particularly useful wheflidregf to be balanced among multiple shortest paths

2The provisioning of the aggregated resource for AS, MRGS, and MB&tiaffic running between any pair of nodes does need to ensure that
at least one feasible distribution exists, which is beyond the scope of thés. fBome optimization algorithms with global information such as the

one proposed by Mitra [19] can be employed to serve this purposegdiimnnetwork resource planning phase.
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to the destination network reachable via multiple egressespas pointed out in [9]. Now, we show that

point-to-multipoint multipath can be easily recast inte ghroblem formulation provided above.

Assume that calls of typeuse point-to-multipoint multipath and that it h& egress nodes. As before, we
assume that there are several paths connecting the ingrdedmeach of the egress nodes and denote the data
rate used by calls to receiven that use pathy by X j,,. Moreover, letZ j  be the set of links used by calls

to receiverm taking pathjm.

In this case, one defines congestion of a path in the usual veaypath j,, to receiverm is congested if
at least one of the links it¥] j, is congested. Hence, as far as link constraints are corg:enoemodification
in the formulation is needed. The main difference betweantgo-multipoint multipath and the point-to-point
multipath discussed earlier, is the fact that CoS constant to be enforced on the total data rate; i.e., CoS

constraints are defined in terms of

wheren; i, is the number of paths available to calls whose receiver idence, in the case of point-to-multipoint
multipath, the control laws will “look” at the overall aggyate data rate to all receivers. Apart from that small
difference, the constraints involved are of the same fornthasones used for point-to-point multipath and,
therefore, the data rate control laws are similar. Hencesirplify the exposition, from this point on only

point-to-point multipath is considered.

In summary, the problem formulation in this paper addressesry general multipath forwarding problem
including point-to-point, point-to-multipoint, and (ug a similar formulation to the one described above)
multicast multipaths. Fig. 1 gives an example to show ddfferkinds of multipaths that may co-exist in the
network. From ingress node 1 to egress node 3, there is a-feepdint multipath with two paths in it. This
multipath, together with the path from ingress node 1 to€grede 5, can form a point-to-multipoint multipath
with three paths in it. Also in Fig. 1, there is a multicast tipdth from ingress node 2 to egress nodes 3, 4,

and 5.
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Fig. 1. Examples of point-to-point multipath, point-to-multipoint multipath anawdticast path.

V. A NOVEL FAMILY OF DISTRIBUTED RATE ADAPTATION CONTROL LAWS

Before presenting the main results in this paper, this sectitoduces the proposed solution to the opti-

mization problem above, a family of control laws that acki@ptimal rate allocation.

Let fj j be defined as

fi7j (x) = (1 — g 9Y/o%; ),

and let

max{y,0} if x=0;
(V)xeo =
y if x#0.

Also, letz j(t,x) be positive scalar functions for alland all j. Now, define the following family of control
laws: Fori=1,2,...,s; i.e., AF calls, let

N
rmin<1 if in,j > N
. + =
Xij= <zivj(t,x)[fi7j(x)—(1—@5_7jri)DX”:0, where ri(xj) = o
" max > 1 if Z Xi7j < /\i7
=1

Fori=s1+1s+2,...,%; 1.e., MRGS calls, let

ni
1 if z Xij > 6
: M m =1
Xij= <zi7j(t,x)[fi,j(x)— (1—ag | )D : where  r"(xi) = o

X j= m

Mmax>1 if > xj<8@,
=1
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Fori=s+1,5+2,...,s3 i.e., UBRS calls, let
nj

min<1 if Y x>0
=1

, - +
= (Zi7j(t,X)|:fi7j(X)— (1—ogjjri'v')DXi e where  rM(x) = N :
g 1 if in’j<ei’
=i
Fori=s3+1,83+2,...,; i.e.,, MRGUBS calls, let
, - +
i = (0] fii 0 - (1~ ,jrimriM)])xi e
N
where o N
1ty xj>6 Mo<1 if > X, > O
= =1
rh(xi) = o M(xi) = o .
Mhax> 1 if ZXi7j<9|, 1 if ZXi7j<@i,
=i =

The quantitieS min, fmax Max and rmin are predetermined positive constants chosen to satisfyecgence of
the algorithm, as shown in Theorem 1.

Finally, fori=s4+1,4+2,...,n; i.e., BE calls, let

% j = <Z,j(t,X) [fi,j(x) - (1‘@71)D+

’ %i,j=0

A. Main Result

The main result of this paper establishes that the contved laresented above, converge to the solution of
the optimization problem posed. This is formally statedha following theorem.
Theorem 1:Assume that all data rates are bounded; i.e., there gxist® such that the data rate vector

always belongs to the set

% = {XG Rn1+n2+~-~+nn: Xl,J S p7 l Ec%,j? J = 1727"'ani7 I - 1727"'7n}'
Also, assume that at the optimal traffic allocation, eachgested link has at least one BE call with non-zero
data rate and that the elements of the gradient of the utilitgtion are bounded i2". Let { > 0 be a given

(arbitrarily small) constant and let j(t,x) be scalar continuous functions satisfying(t,x) > ¢, for allt >0

and allx € 2". Furthermore, let

M
0 < I'min, "'min < Mower < 1 < rypper < rmax,rmaxy
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wherer|gyer = € Vkmax, rygner= e%kmax, and

Vi = maxB;; max U
max T ke ox

The quantityB; j, as defined in Section IlI, is the number of links in pattaken by calls of type. Then, the
control laws presented above converge to a traffic allosatiat maximizes the utility functiob) (x) subject

to the network’s capacity constraints, CoS requirementsremmdnegativity of all the data rates.

VI. A TCP-LIKE CONTROL LAW FOR MULTIPATH BE TRAFFIC

It turns out that the linear increase/exponential decrdetevior of the TCP algorithm in its congestion
avoidance phase is a particular case of the control lawdgedun the previous section. Moreover, these control
laws indicate how one can generalize the TCP algorithm to thkipath case. To see this, consider calls of
typei belonging to the BE CoS and assume that the aggregate data taierided away from zero. Moreover,

assume that the aggregate rate is “large.” Now, assumehbaidsociated factor in the utility function is

n
Ui (%1% 2, -, %) = log (Z Xi,n;) :
=)

Moreover, take

4

1 o adUjox,’ for some{ > 0.

z,j(t,x) =

It turns out that, with these parameters anc{']‘f:lxu is large, the control laws exhibit a TCP-like behavior;
i.e., if there is no congestion, the data rate increasearyndf congestion is detected, the data rates decrease
exponentially. More precisely, if no congestion is detdctene hasj = {. If congestion is detected, since it

is assumed that the data rate is large

gOU/0%ij 1 oy n.or
21X ]
and, hence,
{
Xi,j ~ _E-Z Xi,j

In other words, in multipath case, a TCP-like congestion rabéw should decrease the sending window by
an amount proportional to the aggregate data rate. Obyiothss reduces to the usual TCP algorithm if one

just has one path.
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VIl. | MPLEMENTATION ISSUES

It is important to note that the new family of DCLs provides tmeich needed mathematical foundation
which allows the use of source inferred congestion detecitd notification to maintain layer abstraction. Also
important is to realize that the new family of DCLs allows tlagercontrol to be decoupled from the congestion
detection mechanisms in use. This means that any queue eraragalgorithm and queue scheduling discipline
used in the core nodes, can coexist with the family of DCLs ingat the edge nodes or end-hosts. In other
words, the implementation of any DCL in this family only needsconsider the two end nodes, provided that
a source inferred congestion detection and notificatiovadable. However, having said that, one must realize
that different queue management algorithms and queue slimgdlisciplines do have an impact on the overall
performance for any end-to-end traffic control mechanisee (8]).

As a result, there are two key components in the implememtadf the family of DCLs; i.e., the implemen-
tation of the DCL in the edge nodes or end-hosts and the de$igonusce inferred congestion detection and
notification mechanisms. The implementation of the DCL aunptane and data plane functions in the edge
nodes or end hosts are similar to the one described in [2Qhisnpaper, we focus on the issues related to the
design of source inferred congestion detection and ndificanechanisms.

Note that due to the wide applicability of the new family of DE€With respect to rate adaptation, multi-path
load balancing, and multiple CoSs, for both connectionlegk@nnection-oriented networks, it is difficult to
address detailed implementation issues, unless the netvohitecture to which the DCL applies is defined.

In what follows, we only discuss the general aspects of th@l@mentation issues.

A. Discretization, Delays and Quantization

When implementing the control laws developed in this papee, is faced with several issues: First, one has
to implement a discrete time version of the control algongh Second, usually one uses finite word length
which leads to a quantization of the possible data rate salkmally, there is delay in the propagation of the
congestion information. All of these lead to a well known pbmenon: Oscillation. Even in this case, the
discretization of the control laws presented in this pageapproximately optimal. We now state the precise

result.
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Proposition 1: Let x(t) be the trajectory obtained using the control laws in SecYioand letx'(t) be the
corresponding discrete time trajectory obtained usingdiberetization algorithm above and in the presence of
delays in the propagation of the congestion informatior.tL.&e an upper bound on the largest delay &nd
be the discretization period. Again, defif€ as in Theorem 1.

Given any time intervalto,t;] and constant > 0, there exists & > 0 such that if
max{ty,tr}z,j(t,x) < 5

for allt > 0 andx € 27, then

Ix(t) =x (t)[| <&

for all t € [to,t1].

Proof: Direct application of result 2, page 95 of [6]. [ ]
Remark: One can sharpen the result above. More precisely, one cae finat the control laws proposed in
this paper are asymptotically stable in the presence of Belltys and discretization if the gaias; converge
“slowly” to zero ast — .3 However, in this case, the network would react very slowlghanges in operating
conditions (such as change in traffic demand and/or linkénfadlure). Hence, this case is not studied further

in this paper.

B. Congestion Detection and Notification

To mantain the transport or higher layers abstraction, aceonferred congestion detection and notification
mechanism is desirable for the implementation of this fgroflIDCLs in a connectionless IP network. However,
unless the transport or higher layer protocol that implesiéms family of DCLs is defined, the exact source
inferred congestion detection and notification mechaniamnot be decided. For example, if a DCL in this
family is used in association with a TCP-like reliable tramsgprotocol, a source inferred congestion detection
and notification mechanism based on, for example, ACK couatsthen be adopted. On the other hand, if

the DCL is used in association with an UDP-like unreliable$gzort protocol, the forwarding path congestion

3Stability of networks under delays has been addressed by severarsauthy., see [1], [21], [24]. However, these results, as aapos the

ones presented in this paper, require a “tight cooperation” betweeretiatng nodes and the network routers.
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Fig. 2. Topology of the network

may be detected and notified by periodically sending an ecukgt to the destination node and measuring

the round-trip time of the echoed packet.

The above source inferred congestion detection and nditficapproaches can also be used in the context
of a connection-oriented network, such as an MPLS one. Iitiaddother mechanisms can be employed; e.g.,

mechanisms using a signaling protocol for congestion tieteand notification or the one described in [17].

C. Failure Detection and Notification

The node/link failure detection and notification may or may be integrated with the congestion detection
and notification mechanism. Again, they are dependent oa¢hel protocol that implements an DCL in this
familiy. For example, a source inferred congestion detactind notification using echo packets to infer path
congestion may also be used to infer possible node/linkiriesl. On the other hand, in an MPLS network, the
path protection mechanism under development [22] can leedged to allow failure detection and notification,

separate from the congestion detection and notificatiorhar@sms.
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VIIl. SIMULATION EXAMPLES

In this section simulation examples are presented, that imekhe understanding of the behavior of the
proposed control laws. In particular, it is shown that thatoal laws converge to the optimal traffic allocation
while satisfying service requirements and that they prad optimal way of reacting to link failures. These
examples use a discrete-time version of the control lawsaafiow approximation for the calls. Furthermore,
for simplicity, only calls of AF and BE CoS categories are taketo account. Given the structure of the

algorithm, the behavior with other CoSs will be similar.

A. Simulation Setup

The model of the network used for these examples is the sanme [43] which was originally used by
La, et al. [16]. The topology is shown in Fig. 2 along with alk capacities and delays. There are overall
n= 8 types of calls corresponding to the source/destinatiors padicated in the figure. The paths available
for each one of these calls are indicated in Table |, wimere the number of paths available for calls of tyipe

Utilization will be measured by the function

8 nj
U(x) = Zo.l Iog<0.5+ > xi,j);
i= =1
i.e., a = 0.1, wheren; is again indicated in the table. The ternb0s included to avoid an infinite derivative
at 0 data rate. As for the AF service requirements, calls pésy =3 andi =5 are assumed to have target
ratesA\3 = A\s = 1Mb/s.
Given this, the control laws presented in Section V are offtilewing form: Fori=1,3 andj=1,2; i.e.,

AF calls
Xij=12,j(t,x) [(1_60.1(2?‘_1Xa,j+o.5) ) B (1—®,_jri)]

and fori=1,2,4,6,7,8 andj=1,...,n;; i.e., BE calls

wherer; was chosen with a margin af0.001 with respect to the bounds set forth in Theorem 1. The same

oscillation reduction scheme as in [17] was used wjthtaken as; j(t) = w(t —tg), wherew(t) = 1.8(0.25+
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TABLE |

PATHS AVAILABLE FOR EACH TYPE OF CALLS

type 1 -np =4 type 2 -n; =3 type 3 -nz3 =2 type 4 -ng =4
X1,1 - €pbobghaey X1 - €xbpbghses X31 - €1bibybghses | x41:eibib7bses
X12 - €2bpbghsbsey X2 . &2bpb7bses X3 . e1bibobghses | x4 : €1bib7bgbses
X1,3 - €2bpb7bgbsbsey X3 - 2o b7bses X4.3 - €1b1ph7bses
X1,4 : €2bob7bgbsey X4,4 : €101 bobgbses
type 5 -ng =2 type 6 -ng =3 type 7 -n; =3 type 8 -ng =2
X5 1 - €3b3bgh7bges Xe,1 - €bpbib7bees | X7.1:eibibye Xg 1 - €3h3hsey
X5 . €3b3babghsbrbees | Xg2 @ €2b2bgh7bges | X772 : e1bibrbze; Xg 2 : €3b3bghsey
X563 : €2b207b6Es X7.3 : €1b1b7bghz€;

0.65"). Finally, discretization of the continuous was done usingagkward rule approximation: Let | =

gi,j(x,t) denote the continuous time laws derived in Section V. Thendiscrete-time counterpart is

i [(k+ D)ta] = x[kta] +tagi,j (x(Klg), Kig); k=0,1,...,

The discretization step was chosent@s- 5ms and the resetting interval @s= 10s.

The simulation results are shown in Fig. 3. It can be seentkgautility function converges to a value close
to the optimal one, while satisfying the AF requirements asgd on calls of types = 3 andn = 4. Calls of
BE category of typen= 2 are also included as an example of the obtained behavior.

It can be seen that the trajectory of the data rates exhihitssaillatory behavior. This phenomenon is due
to non-ideal implementation factors such as delays andetization (that were not considered in Section V).
Furthermore, these factors prevent the algorithm from hiegcthe true optimum. Instead, convergence to
a small neighborhood of the optimum is achieved. Section-®llprovides some examples that show the

sensitivity of these results to the choice of the parameaitthe adaptation laws.

B. Robustness Against Link Failures

The control laws presented in this paper excel at re-rout@ifjc upon a failure in a node or link. In order
to show this feature, the link connecting nodesandbg was opened at timg,; = 120s. The behavior of the

control laws is shown in Fig. 4 from time= 120s on. Note from Table | that both AF calls lose one of the
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Utility function Type 2 calls - BE Type 3 calls - AF Type 5 calls - AF
Optimum Aggregate regate
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Fig. 3. Example of Simulation Results.
Utility function 12 Type 2 calls - BE Type 3 calls - AF Type 5 calls - AF
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“M\/\ Opti 1 X322
ptimum X5,2
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0 il 0.6 06
-0.2 0.6 \ X2,1
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o T PRPTTRp Ty el il i) " i L " L Al 0 dadad: ' Ll il b il A, h .
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time - s time - s time - s time - s

Fig. 4. Robustness Against Link/Node Failures.

two paths they have available so this can be considered to lextaeme situation. As an example, calls of
typei = 2 have to “kill” all traffic on one of the available paths ancgtly reduce another. Also, note that in
the case when a source inferred congestion detection affeccakndn is used for both congestiaand failure

detection and notification, the control laws implementedhat edge nodes are oblivious to the failure. They
simply react to what they perceive as being congestion.dt) these simulations do not attempt to detect link

failure.

C. Sensitivity to the Design Parameters

In this section some relevant simulation are presentedyigsigathe behavior of the algorithm under different
choices of the design parameters.

1) Oscillation Reduction FunctionsPerhaps one of the most important features of the adaptéties
presented in this paper is the adaptive oscillation redogcsince it has a big impact on performance. Fig. 5
show the behavior for a constantj = w(0) = 2.25; i.e., the maximum value allowed for the time-varyipg.

In comparison with Fig. 3 the observed oscillation is cledarger in magnitude. Moreover, due to the larger

oscillations, convergence to a larger neighborhood of titeral is obtained and departures from the average
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Utility function Type 2 calls - BE Type 3 calls - AF Type 5 calls - AF
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Fig. 5. Example of Constarg ;.
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Fig. 6. Example of Largety.

target rates for AF are also larger (providing a worse serwicthese users). On the other hand the transient
response is faster due to larger data rate derivatives.

2) Discretization Stepyt Another parameter that has a bearing in the performanceeoélgorithm is the
discretization step. In order to show its influence, it wassem asy = 10ms. Fig. 6 shows this scenario.
Clearly, oscillations are also larger in this case. Howetla, response is still acceptable and a smadler
could be used to limit the magnitude of the spikes.

3) Scaling of the Utility Function:The scaling of the utility function does not alter the sadatiof the
optimization problem at hand. It does, however, change tuntls on the quantitias. Due to the exponential
dependence on the gradient, it is advisable to choose a sala# of a such that the resulting value ofax
is in the order of 1. Simulations have shown that the algorith very sensitive ta with the amplitude of the
oscillations increasing substantially when one incre#isisparameter. However, convergence to a neighborhood
of the optimal is still achieved as one can expect. Also, tRecAnstraints are satisfied in the average but large
departures from the imposed average rate can happen fowvaigas ofa.

4) Propagation Delays:As mentioned before, delays in propagation of informatiesuit in an oscillating

behavior. More precisely, an increase in the delays willltas a change of behavior similar to the one studied
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on [17]. Depiction of this behavior is not presented here ugpace constraints. The reader is referred to [17]

for a more complete study of the influence of propagationydela

IX. CONCLUSION

In this paper, a new family of distributed traffic control laws obtained, which enables scalable quality
of service, traffic engineering, and failure recovery feasusimultaneously, using only source inferrable in-
formation. More specifically, these features are enableautih fast timescale CoS-based, dynamic multipath
load balancing and rate adaptation, performed by a set afraolaws running at the edge nodes locally,
independent of each other. Moreover, these control lawe dhe network to a operation point where a global
design objective is achieved; e.g., maximizing the netwerlenue. A salient feature of this family of control
laws is that the input to each control law is whether a forwagdpath in a multipath is congested or not.
This feature allows a source node to infer the network camgeswithout explicit feedback from the network
core. This makes it possible to design a wide variety of lyigidalable distributed traffic control protocols
with proven optimality and stability.

Effort is now being put in the implementation of the contralvk presented in this paper. In particular, these
laws have several parameters for which only bounds are gedviHence, criteria is now being developed for

the determination of these “free parameters”.

APPENDIX: PROOF OFMAIN RESULTS

In this appendix, the proof of Theorem 1 is presented. We lsetstage by introducing some additional
notation. Due to space constraints, only the main stepseopthof are presented.

To simplify the exposition to follow, let the problem at habd recast in the following form
m)zaxU (X)

subject to inequality constraints

and the equality constraints

he(x) =0 k=m+1,m+2,...,L.
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Now, let the admissible domain be defined as the set
¢ = {x € RV: h(x) <0 forke {1,2,...,m} andhy(x) not a CoS constraif

i.e., the set of data rates that can be admitted by the netwdhout any further constraints. Also, let the

feasible set be defined as
2 ={xeRN: h(x) <0 fork=1,2,...,m andhg(x) =0 for k=m+1,m+2,...,L};

i.e., the set of data ratesc ¥ satisfying all the CoS constraints of the optimization peoil
The proof follows by first observing that the control laws iec8on V converge to the admissible set in

finite time. Then, once insid& the adaptation laws can be shown to be equivalent to the radddivs
X =Z(x,t)[0U(x) — H(x)v(x)],

whereZ(x,t) is a positive definite matrix anti(x) = [Oha(x), Ohy(x),...,0h (x)]. In other words, they can
be recast in the same form as that of the control laws developgl7].

Lemma 1:Let r; satisfy the conditions set forth in Theorem 1. Then vest@monverges to the admissible
domain%’ in finite time.

Proof: Let x ; > 0, for any giveni and j, such thatx ¢ ¢ and lete > 0 be an arbitrarily small constant.

By construction of the control laws it holds thgtj < —& < 0. Hence, since the derivative is strictly negative
outside?’, x;; reaches the admissible regi@nin finite time. [ |

The following Lemma, central to the proof of the results irstpaper, provides an alternative representation
of the proposed control laws.

Lemma 2:For all x € ¢, the control laws above can be expressed as
X =2Z(x,t)[0U(x) —H(x)v(x)],
whereZ(x,t) is a positive definite matrix and

H(x) = [Ohy(x), Oho(x), ..., Oh(X)].
Proof: If at a given timex; j is not sliding along the surface j = 0, the laws presented in Section V

can be formulated as follows: Lef; j be the set of indicek € {1,2,...,m} such that the capacity constraints
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hk(x) involve the data rate; j. Also, let.# cos be the set of indicek € {1,2,...,L} such that the constraints
hk(x), k€ A cos impose CoS requirements on the data pate Note that this set is empty if calls of type

are of the BE class. Then,

Xij =7 [fu(x)—(l— |_| uk)],
ke i U cos
where the quantitiesy, are defined as follows: Fdt e jicOs’ i=1,2,...,5 (AF constraints) leuy = r;. For
ke 7% i=s+1,5+2...,% (MGRS constraints) letik =r™ Forke ¢ i=5+1,%+2,...,5
(UBRS constraints) lety =rM. Forke 7% i =s3+1,53+2,...,5 (MRGUBS constraints) lety = r™rM.
Finally, fork € .4 j, i =s4+ 1,5 +2,...,n (capacity constraints) la = og ;.
Given the formulation above and to prove that the controklaan be put in the form mentioned, two cases
are considered: i) At the given time instaqtj is sliding along the surface ; = 0 and ii) At the given time
instant,x; j is not sliding along the surface ; = 0.

Let us first consider case i). In this case, one ¥3s=0 and the motion can be put in the form

: ouU 1
Xj=zjxt)|o5——= 5 log
/ / ax‘a] ke .4 jUjiCjoS Uk,eq

+&ijeq

whereéj j eq=> 0 is such that
1 ouU
0Xi7j

&ijeq= Z log U
ke fi,iUfiﬁos k,eq

anduy eq are the equivalent controls (see [23]) corresponding tactmestraints involving; . Note that, in this
case, suclfj j eq> 0 exists because one only has a sliding motion akng= 0 if the control laws presented
would result in a non-positive derivative &f; and, hence,

ou

1
PV Iog = - |Og (1_ fi,j(y)) + Iog Uk.eq <0
dxhj kefﬂlszfﬁos Uk,eq ' k€%7|;|%COS ’

Now, let us consider case ii) whexg;j is not sliding along the surfaocg; = 0. Now, sincef; j(xj) > 0, when
x € ¢ eitherx is an inner point of¢” where by definitionu, = 1 for all k € . j or a sliding mode occurs
on some surface(x) = 0, wherex € d% (the boundary of¢). In the latter case, using the equivalent control
method (see [23]) there existk eq, such that

X j(0) =z | (1= fij())+ [] Ukeq|-
ke 4 jU.750S
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Moreover, since maxy¢ fi j(xi) = 4 < 1, then there exists a constgnt> 0 such thaty < uxeq for all x € 7.
Forke fi’cjosthis is immediate since the lower bound aeq is rM;,. If k€ . j, this is a consequence of the
fact thatuy ¢q = 1 if the constraint in not active. If the constraint is actitleen one has to have
Ukeq=> 1— U
ke 4 jU.750S
for all i, j such thatk € . j since, if this is not satisfied j < O for all i, j such thatk € .# j and one could
not have a sliding mode along the boundary of constraint

Hence, given that the log function has a bounded derivativihe interval [1—;1,1}, the evolution ofx; j

can be represented as

Xi,j =2 j(xt) |—log(1— fij(y)) +log [T Ueq
keeﬂi,jUJ”iCOS
1 ou 1
=2.i(xt)log log =ZiXt)|5—— log ,
i )[ 1=1(Y) s Dcos  Ukea j(x.t) 2 fi.,-zu seos Ukeq

whereZ j(x,t) = yz j(Xx,t) > I andy e [1— u,l}. This is a consequence of the fact that the Mean Value
Theorem implies that lo@) — log(b) = (a—b)/c for somec € [min{a, b}, max{a, b}|.
Now, given the two cases addressed above, we notéihag corresponds to a single value kfsuch that

hk(x) imposes a non-negativity constraint gy and, hence,
X = Z(x)[0U (x) = H(x)v(x)],

wherev(x) is a column vector containing the quantities (@gus eq) andéj j eq Ordered byk, andZ(x,t) is a

positive definite diagonal matrix with elemergg.” [ |
We are now ready to prove convergence of the rate adaptatiotiot laws. The line of reasoning is the

same as in [17]. Hence, we refer the reader to [17] and [23pfoofs of the intermediate results presented

below. Define the auxiliary function

U (x) =U(x) —Z(x), where  =(x) = [hy(x),ho(x), ..., h (X)]v(x).
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Theorem 2:Let VO be a vector whose entries are of the form
0<w<W; k=1,2....m
— Uk << Yy; k=m+1lm+2 ... L,

wherev = 0 for non-binding constraints. Then, the maximumUbfx) coincides with the optimall (x*) if
and only if there exists* such thatDJU (x*) = H (x*)vP°.

Lemma 3:The functionU(x), for x € ¥ does not decrease along the trajectories.

Lemma 4:The time derivative ofJ (x), for x € ¢, is zero only wherk = 0.

Lemma 5: The stationary points dfi are the maximum points df .

The results above imply the following.

Theorem 3:The control laws presented above converge to the set of niaxipoints of the utility function
U(x) if this set is bounded, the condition of Theorem 2 is satiséiad vecton/® is an inner point of the set
defined in Theorem 2, except for the non-binding constraints

We are now finally ready to address the proof of the main raestthis paper.

A. Proof of Theorem 1

The definition offj j together with the conditions ofgwer andrypper imply that the Lagrange multipliers at
the KKT point of the optimization problem at hand lie in thengex hull generated by the set of all possible

v. Indeed, if each congested link is traversed by a BE call, thahe KKT conditions at the optimurr*

the components of® associated with capacity constraints; i.‘@,for k=12,...,card.¥), appear in a set
of equations decoupled from the remaining components®ofThen, the worst case (larger) value vzﬁ

k=1,2,....card.?) is
VE dU (x)

= MmaxX ——
omax i,j,xeZ 0Xi7j

Now, using this information in the remaining equationssipossible to solve fm‘k) maxe K=card.Z)+1,... L.

SinceU(x) is an increasing function in all its argumengs, the largest absolute value 0& associated with
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CoS constraints is given by

ou
Z Vg max= MaxB; j max )
' 5]

k;max ™ Ky i,j.xeZ dXLJ‘ ’

where

H = {K. K€ S ] ar?zl’rr%%r&i:arc(ﬂ.’,), itke .4 }

Finally, note that the multipliers for the non-negativitgnstraints appear in a single equation where all the

others are already determined. Therefore, the worst cdee imgiven by

oU (x)
VO —2maxBi; max — 2
kmax AT T ke 0%
Hence, it should hold that
ngvck)’max<w<; k:1527"'7m
\Vk|§‘V(|2,max < Uk k=m+1,...,L.

That is: For capacity constraintg < e Ykmax and for CoS constraintg < e Ykmax and uy > e'kmax, For the
capacity constraints the condition is trivially satisfieithwu, = 0, while for COS constraints, these are the
conditions imposed omjgwer and rypper. Finally, for the positivity constraints, the condition adso satisfied
since the equivalent control associated with these cantdr§ j eq can have arbitrarily high values (see proof
of Lemma 2).

Therefore, Theorems 2 and 3 hold. Hence, the family of adiaptéaws proposed in this paper converge to
the maximum of the utility functiotd (x) subject tox € Z. In other words, they converge to the optimum of

the optimization problem at hand. [ |

REFERENCES

[1] T. Alpcan and T. Basar, “Global stability analysis of an end-to-eadgestion control scheme for general topology networks with delay,” in
Proceedings of the 42nd IEEE Conference on Decision and Cowwbl 1, December 2003, pp. 1092-1097.
[2] F. Bonomi, D. Mitra, and J. B. Seery, “Adaptive algorithms for dback-based flow control in high-speed, wide-area netwolEEE J.

Select. Areas Commuynvol. 13, no. 7, pp. 1267-1283, Sept. 1995.



SUBMITTED TO THE IEEE/ACM TRANSACTIONS ON NETWORKING 25

[3] L. Breslau, E. W. Knightly, S. Shenker, I. Stoica, and H. Zharigndpoint admission control: Architectural issues and performaintdtoc.

ACM SIGCOMM 2000Stockholm, Sweden, Aug./Sept. 2000, pp. 57-69.

[4] D. Chiu and R. Jain, “Analysis of the Increase/Decrease algoritamsongestion avoidance in computer networks,"Comput. Networks

and ISDN Syst.vol. 17, no. 1, pp. 1-14, June 1989.

[5] A.Elwalid, C. Jin, S. Low, and |. Widjaja, “Mate: Mpls adaptive traféngineering,” irProceedings of IEEE INFOCOM'QYol. 3, Anchorage,

AK, April 2001, pp. 1300-1309.

[6] A.F. Filippov, Differential Equations with Discontinuous Righthand Sides. Mathematics and Its Applications. Dordrecht, The Netherlands:

Kluwer Academic Publishers, 1988.

[7] S. Floyd and T. Henderson, “The new Reno modification to TCPs$ facovery algorithm,” IETF RFC 2582, Apr. 1999.

[8] S. Floyd and V. Jacobson, “Random early detection gatewaysdogestion avoidanceJEEE/ACM Trans. Networkingvol. 1, no. 4, pp.

397-413, Aug. 1993.

[9] B. Fortz, J. Rexford, and M. Thorup, “Traffic engineering witladitional IP routing protocols,TEEE Communications Magazingol. 40,

no. 10, pp. 118-124, Oct. 2002.

[10] S. J. Golestani and S. Bhattacharyya, “A class of end-to-emgestion control algorithms for the Internet,” Proc. Int. Conf. Network

Protocols, ICNR Austin, TX, USA, Oct. 1998, pp. 137-150.

[11] T. Guven, C. Kommareddy, R. La, M. Shayman, and B. Bha#tgeh, “Measurement based optimal multi-path routing,Phoceedings of

INFOCOM'04 vol. 1, March 2004, pp. 187 — 196.

[12] H. Han, S. Shakkottai, C. V. Hollot, R. Srikant, and D. Towsley, &@ay TCP for multi-path routing and congestion control, HNS-INRIA

ARC-TCP WorkshgpParis, France, Nov. 2003. [Online]. Available: http://comm.csl.ublw-esrikant/Papers/multipath_v3.pdf

[13] K. Kar, S. Sarkar, and L. Tassiulas, “A simple rate control atpor for max total user utility,” inProc. IEEE INFOCOM 200.1vol. 1,

Anchorage, AK, USA, Apr. 2001, pp. 133-141.

[14] F. P. Kelly, A. K. Maulloo, and D. K. H. Tan, “Rate control in comnioation networks: Shadow prices, proportional fairness and stability,”

J. Oper. Res. Socvol. 49, no. 3, pp. 237-252, Mar. 1998.

[15] S. K. Korovin and V. I. Utkin, “Using sliding modes in static optimizationdanonlinear programming,Automatica vol. 10, no. 5, pp.



26

[16]

[17]

[18]

[19]

[20]

[21]

[22]

(23]

[24]

SUBMITTED TO THE IEEE/ACM TRANSACTIONS ON NETWORKING

525-532, Sept. 1974.

R. J. La and V. Anantharam, “Charge-sensitive TCP and rat&r@oin the Internet,” inProc. IEEE INFOCOM 2000vol. 3, Tel Aviv, Israel,

Mar. 2000, pp. 1166-1175.

C. M. Lagoa, H. Che, and B. A. Movsichoff, “Adaptive contralgorithms for decentralized optimal traffic engineering in the Internet,”

IEEE/ACM Trans. Networkingvol. 12, no. 3, pp. 415-428, June 2004.

S. H. Low and D. E. Lapsley, “Optimization flow control, I: Basic algiom and convergence[EEE/ACM Trans. Networkingvol. 7, no. 6,

pp. 861-874, Dec. 1999.

D. Mitra and K. Ramakrishnan, “A case study of multiservice, mubigty traffic engineering design for data networks,”Rnoc. GLOBECOM

'99, vol. 1b, Rio de Janeiro, Brazil, Dec. 1999, pp. 1077-1083.

B. A. Movsichoff, C. M. Lagoa, and H. Che, “Decentralized omintraffic engineering in connectionless networkdEEE J. Select. Areas

Commun.vol. 23, no. 2, pp. 293-303, Feb. 2005.

F. Paganini, Z. Wang, J. C. Doyle, and S. H. Low, “Congestiontrad for high performance, stability, and fairness in general netsjork

IEEE/ACM Trans. Netwwvol. 13, no. 1, pp. 43-56, 2005.

V. Sharma and F. Hellstrand, “Framework for Multi-Protocol eBBwitching (MPLS)-based recovery,” IETF RFC 3469, Feb. 2@aiors.

V. I. Utkin, Sliding Modes in Control and Optimizatipser. Communications and Control Engineering Series. Berlin, HeidglBgriger-

Verlag, 1992, vol. 66, no. 1.

L. Ying, G. E. Dullerud, and R. Srikant, “Global stability of internetngiestion controllers with heterogeneous delaysPiioceedings of the

2004 American Control Conferenceol. 4, 2004, pp. 2948-2953.



A Unified, End-to-end Traffic Control Protocol for Elastic, Real-time
Delay Adaptive and Real-time Rate Adaptive Services

Lei Ye!, Zhijun Wang, Hao Ché, and Constantino M. Lagda
IDepartment of Computing, The Hong Kong Polytechnic University, Hong Kong
2Department of Computer Science and Engineering, University of Texas at Arlington, TX, USA
3 Department of Electrical Engineering, The Pennsylvania State University, PA, USA
Emails: {csyelei, cszjwang@comp.polyu.edu.hk, hche@cse.uta.edu, lagoa@engr.psu.edu

Abstract—Existing end-to-end congestion control mechanisms A difficulty in designing end-to-end, transport layer traffic
used in TCP and variations of TCP were designed empirically, control protocols, in addition to TCP and UDP, is how to
without provable properties, such as stability and optimality. 5chieve desired performance in terms of user satisfaction,

The aim of this paper is to demonstrate, for the first time, that inimal i ¢ h isti TCP il d aloball
QoS-aware, end-to-end traffic control protocols can be designed MNMal Impact on the exisling ows, and globally

based on theory, not empirically. In particular, using a utility- Stable control, in the face of a highly interactive, end-to-
based design methodology developed in this paper, we wereend controlled mixture of traffic flows. The existing transport
able to demonstrate that a unified, end-to-end traffic control |ayer traffic control mechanisms, such as TCP, variations
protocol can be developed to support Real-time Delay Adaptive of TCP, and TCP-friendly protocols, were largely designed

(RDA), Real-time Rate Adaptive (RRA), as well as Non-Real-time iricallv. A f h a desi h is that
Elastic (NRE) applications. Moreover, it degenerates to the end- empirically. A consequence of such a design approach IS tha

to-end TCP Congestion control protoco| when app|y|ng to NRE |t iS Ieft UnknOWn or d|ff|CU|t to reason Whether or not the
applications. This protocol possesses several provable properties,network will ever converge to a stable state and what kind

including “friendliness” to TCP, stability, and optimality. Both  of fairness/friendliness these protocols bring to themselves
analytical and simulation studies of a window-based implemen- as well as TCP. Although the Internet has so far been more

tation of this protocol show that the protocol can provide soft | tabl ith th ority of licati .
minimum rate guarantee for real-time applications while being or less stable wi € majority of applicalions running over

friendly to NRE applications and resilient to network resource 1CP, things can easily get out of control if more and more
shortages, caused by, e.g., link/node failures. As part of the empirically designed, end-to-end protocols are introduced into
protocol design, we also derived a utility function for TCP and the the Internet.
associated traffic control law, which, to the best of our knowledge fai ot ; ;
is the most accurate utility-bélsed Té:P model that captures majgory A prolmISIng approach, called utility-based approaqh I.n this
TCP behaviors. paper, is to formulate the above problem as a distributed
optimization problem aiming at achieving a given design
|. INTRODUCTION objective, such as the maximization of the sum of individual
The congestion control mechanism used in the Transmissiaser utilities (utility-maximization for short, e.g., [38]) or user
Control Protocol (TCP) at the transport layer is a fully distribatility max-min, e.g., [6]. The targeted solution is a set of end-
uted, end-to-end traffic control mechanism. It relies solely dn-end control laws governing the behaviors of individual user
single-bit binary information feedback as input for the controflows that drive the network to an operational state where the
i.e., whether the forwarding path is congested or not. Thilesign objective is achieved.
binary information is acquired on the basis of source infer- Although optimal results exist, there are some fundamental
able information only, such as repetitive acknowledgemernissues concerning the traditional utility-based approach, which
(ACKs) of the same segment, measured round-trip delagake it difficult to apply the existing results to the design of
and/or ACK timeout, without the assistance of the networnd-to-end protocols to support real-time applications. First,
nodes for the control and regardless of the link technologyility-based approach attempts to encode all the desired
and queuing mechanism used in the network nodes. This ledfects, such as QoS and fairness/TCP friendliness, implicitly
made the proliferation of the Internet applications at global the utility function. This complicates the design of utility
scale possible. An excellent example is the swift, ubiquitodignctions. Second, attempting to achieve a global design
adoption of World Wide Web due to its use of TCP as itebjective means that the achievable user utility is, in general,
underlying transport. a complex function of the traffic load and pattern, making
However, as the Internet has evolved into a global cont-difficult to quantify the QoS features of a given service,
mercial infrastructure, there has been a growing demand fespecially a real-time service. Third, as observed in this paper,
the Internet to support various Hard Real-Time (HRT), Reahe effective utility function for TCP (to be derived later) is
time Delay Adaptive (RDA) and Real-time Rate Adaptivea function of the current traffic load and pattern, making it
(RRA) applications, such as voice over IP, IPTV (e.g., BB@ven harder to design utility functions to enable new services,
iPlayer [20]) and multimedia streaming. Existing transposthile being friendly to TCP, a dominant end-to-end transport
layer protocols, including TCP and User Datagram Protoclalyer protocol today. Finally, since the actual price charged
(UDP), are not well suited to support such applications. to the user for using a given service will have an impact on



the user satisfaction of the service received, how the utilityotably, the models given in [28] [35]. However, these tech-
function design should be related to the pricing structure isques are descriptive by design, meaning that while being
still an open issue. able to faithfully mimic the TCP behaviors, they provide
In this paper, we propose a new utility-based protocol design knowledge about the underlying design objective of TCP
methodology. This methodology successfully addresses tad its convergence and stability properties. Researchers also
above issues concerning the traditional utility-based approachade significant efforts to develop variations of TCP conges-
It leads to the design of a unified, end-to-end traffic contrtibn control mechanisms (e.g., TCP Vegas [5], TFRC [19],
protocol to support RDA, RRA, as well as NRE applicabCCP [25]) and TCP-friendly protocols (e.g., see [23] and
tions/services, defined by Shenker [38]. Different services date references therein). However, similar to the congestion
enabled by a proper setting of a single parameter in thentrol mechanism of TCP, the congestion control mechanisms
protocol only. This protocol is a generalization of the endprovided by these protocols were designed empirically without
to-end TCP congestion control mechanism and degenerateprtavable properties.
TCP when applied to NRE applications. This protocol enablesSignificant research efforts [1,6-18,24,26-31,33,36] have
real-time services similar to the controlled-load service definbgéen made on the development of optimization-based, dis-
in the IntServ architecture [21]. Namely, while behaving likéributed traffic control laws that achieve certain global design
TCP sessions when the traffic load is light, it outperforms trebjectives (e.g., the utility-based approach, including utility-
TCP sessions by maintaining a soft minimum guaranteed rat@ximization, i.e., maximization of the sum of individual user
when the traffic load is heavy. Different services enabled lilities [38], and utility max-min [6]). Some work focuses
this protocol are fair/friendly to one another in the sense thah the understanding of TCP behaviors from the utility-
they compete for network resources fairly, provided that threaximization point of view [14][15][30][41]. In their seminal
minimum guaranteed rates for real-time services are achieveark, Kelly et al. [14] demonstrated that a utility function of
In the meantime, the protocol is also resilient to resource shdidg(z) form (z is a flow data rate) leads to the so called
ages, caused by, e.g., link/node failures or over commitmentgybportional fairness, or proportional-fair allocation of the
network resources. In other words, it has the ability to reducetwork resources, and a control law that exhibits additive-
its flow rate to be lower than its soft minimum guaranteeihcrease-and-multiplicative-decrease (AIMD) behavior, resem-
rate, ensuring that the Internet will not experience partial dting the TCP behaviors. However, as pointed out in [14], the
complete shutdown in the presence of resource shortages.proportional-fair allocation may not always be in favor of flows
The proposed protocol is the first of its kind, in the senseith small round-trip times (RTTSs) in terms of rate allocation,
that it is developed based on theory, i.e., a systematic desatypical characteristic of TCP behavior. This means that TCP
methodology and a well-grounded mathematical foundatiotioes not implement proportional fairness. Nevertheless, the
As a result, it enjoys some desirable and provable propertiggrk in [14] has triggered significant research interests in
including fairness, stability, and optimality. The design o&n attempt to further understand the TCP behavior from an
the proposed protocol also leads to the finding of a utilitgptimization point of view. In [41], by constructing a utility
function corresponding to the end-to-end TCP congestifunction inversely proportional to RTT, Vojnovic, et. al. was
control mechanism, which is by far the most accurate utilitgble to show that the control law for utility-maximization
function that captures major TCP behaviors. not only exhibits AIMD behavior but also is in favor of
The rest of the paper is organized as follows: Section flows with smaller RTT values. In [15], Kunniyur, et al.
reviews related work. Section Ill introduces the utility-baseshowed that the TCP behavior without the slow start phase
design methodology. Section IV derives and verifies the utiligan be modeled using a framework based on a variation of
function of TCP. Section V develops a unified, end-to-erithe utility-maximization approach. By taking into account the
transport layer protocol based on the results in the previotdomness of packet loss, their model leads to a TCP utility
two sections. Section VI provides the performance evaluatifunction of the form—1/x as x becomes large, similar to
of the unified transport control protocol. Finally, Section VIthe one used in [41]. Low [30] studied various variations of
concludes the paper. TCP using a primal-dual nonlinear programming technique,
that solves the utility-maximization problem. While the primal
algorithms (i.e., control laws) capture the TCP window control
This section is not intended to provide an exhaustidgehavior (without the slow start phase) at the TCP source
survey of the literature on transport layer protocol desigmde, the dual algorithms translate into given active queue
and research. Instead, it focuses on reviewing literature peranagement (AQM) algorithms running at the network nodes.
taining to the development of optimization-based approachesThe fundamental design issues regarding the development of
for distributed traffic control. We first review the literatureQoS services over the Internet was studied by Shenker [38],
on TCP related approaches and then cover the literature foom a utility-based perspective. This utility-based approach
optimization-based, QoS-aware, distributed protocol designassociates each application-based flow with a user utility
The end-to-end TCP congestion control mechanism whsction u(z), measuring the degree of satisfaction the user
developed empirically. There were quite a few existing matiperceives at the allocated flow rate The design objective is
ematical techniques that can faithfully model TCP behaviorgy maximize the sum of individual user utilities, i.e., utility-

II. RELATED WORK



maximization. The rationale behind this approach is the fact 1
that the user satisfaction should be the ultimate performance
measure of QoS, rather than network centric performance
metrics. In [38], Shenker identified four service classes or
user utilities to meet various application needs, i.e., NRE,
HRT, RDA, and RRA, as shown in Fig. 1. These utility

functions reflect to what degree a user is satisfied with the

o
®

o
)

Normalized utility
o
S

H ;\Tvansmon point
service at a given allocated rate. A few results are available o> : i

on the design of utility-based, QoS-aware congestion control \ Cut-offrate
protocols [6][17] [40]. In [17], Harks, et al. proposed a utility | oz, Transiion poin

function construction method and used the second order utility 0 02 o ed bamidth !

optimization to do congestion control, which ensures that the
real-time and best effort flows approach the utility propor- Fig. 1. Four types of utility functions
tional fairness. This framework, however, is tied to the AQM
mechanism used in the routers and hence is not an end-to-
end solution. In [40], Wang, et al. designed a distributed flot@ design utility functions to enable desired service features;
control algorithm to drive the network into the proportional (ofP) how to quantify QoS features; (c) how the utility-based
max-min) fair state. This distributed flow control algorithm@Pproach and the pricing structure are related; and (d) how
requires the feedback of the link price from the networle deal with the time-varying TCP utility function. In what
nodes in the forwarding path. Hence again, it is not an en@lows, we elaborate more on these issues.
to-end protocol. In [6], Cao, et al. found distributed control Utility Function Design and Quantification of QoS Features
laws that achieve the utility max-min design objective. AgaiiBy the traditional definition, a user utility function measures
the solution requires explicit information feedbacks from th® what degree a user is satisfied with a given service provided
network nodes and hence, is not an end-to-end solution. to him/her. It does not provide any information about the
A critical drawback of the existing solutions mentionedelative degrees of user satisfaction across different service
above is that they are point solutions with limited desig@lasses. This is not an issue when network resources are not
scopes, such as modeling of TCP, modeling of variations #fared by flows from different service classes. However, it
TCP tied to specific AQM mechanisms, QoS-aware contrbecomes one when flows from different service classes have
protocol that achieves a specific design objective, such as midcompete with one another for the network resources. In such
max or proportional fairness. Moreover, most of the existing case, the relative value ranges and shapes of different utility
solutions require significant involvement of network nodeéinctions will have a strong effect on the final rate allocation.
for the control and hence are not end-to-end solutions. VeRpis makes the design of utility functions for different service
recently, based on the Sliding Mode technique in contrélasses difficult. Moreover, for the traditional utility-based
theory, Movsichoff, et al, [34] found a large family of optimal, approach, the final rate allocated to a flow, whether it is non-
end-to-end, distributed control laws that maximize the sufgal-time or real-time, is dependent on the overall traffic load
of any user utility functions of concave form (i.e., a utility-and pattern. This makes it difficult to quantify the QoS features
maximization approach). Unlike the traditional utility-basedor real-time service classes. Unfortunately, to the best of our
approach attempting to encode all the QoS features impliciijfowledge, no literature has explicitly addressed these issues.
into the utility functions, the solution in [34] allows some To understand the above issues better, let us take a look at
key QoS features to be expressed explicitly as flow-level cofite traditional NRT, RDA, RRA, and HRT utility functions and
straints, in addition to the network resource constraints, in tassume that they are all normalized, as given in Fig. 1, i.e., the
utility-maximization problem. These constraints include targéiegree of user satisfaction reaches one when the received rate
rate, minimum rate, and upper-bounded rate. This solutigees to infinity and zero when the received rate is zero for all
provides us with the much needed mathematical foundatiearvices. We argue that the utility-based approach using such
underlying the proposed utility-based design methodology. utility functions may lead to undesirable resource allocations.
For example, in the case of the utility-maximization, with the
. UTILITY-BASED DESIGNMETHODOLOGY utility functions in Fig. 1, an HRT flow may not be allocated
In this section, we first elaborate on the aforementionedy link bandwidth, if it attempts to share the bandwidth of
fundamental issues concerning the traditional utility-basedlink with a large number of NRE flows. This is simply
approach. Then we propose a new utility-based QoS desigcause an NRE flow can achieve a rather high utility value
methodology aiming at addressing these issues, which le@alsa rate much lower than the cut-off rate for an HRT flow
to the design of the proposed protocol. and hence, the sum of the user utilities is maximized when
the link bandwidth is allocated to NRE flows only. For the
A. Issues Concerning Traditional Utility-Based Approach  gimilar reason, both RDA and RRA flows may also perform
As mentioned in the Section 1, there are four fundamentaorly in the presence of a large number of NRE flows.
issues concerning the utility-based approach, including (a) howThe situation can be even worse when the utility max-min




design objective which attempts to equalize the utility values 2 : ‘ : :
for all the flows is used. With an HRT flow attempting to
share a link bandwidth with a large number of NRE flows, a i
feasible solution may not even exist. On one hand, we note
that an HRT flow receives either zero utility or full utility (i.e.,

1.5

2
value 1) depending on whether the allocated bandwidth is less 51 //
or no less than its cut-off rate. As a result, either all the flows
receive utility value 1, which is obviously impossible (note 05 ]
that a NRE flow achieves utility value 1 at the expense of
an extremely high bandwidth allocation as evidenced in Fig. 0 ‘ ‘ ‘ ‘
1), or all the flows receive zero bandwidth. Similar problem 0 02 o ed baidth !
occurs when a RDA or RRA flow coexists with a large number
of NRE flows. In this case, the former is likely to experience Fig. 2. Two types of utility functions with different scales

poor performance (i.e., low utility) while consuming a sizable

amount of link bandwidth, causing poor performance for NRE ) - ) )
flows as well. incorporated in the utility functions for new service classes as

Relation to Pricing StructureThe above examples sugges\.’ve”' This h(_)wever, makes it even harder for the development
that the traditional utility functions must, somehow, be re2f New service classes. =
designed to reflect the relative importance of different service!n summary, we conclude that for the utility-based ap-
classes. The relative importance between service classes rfidch to be practically useful for the design of new end-
be related to the pricing structure in use. This makes seﬁQ'ee_n_d_ transport layer pr_o_toco_ls, the traditional utility function
from a users perspective because a user generally will §&finition must be modified in some way to overcome the
his/her expectation of the service quality in proportion to traPove difficulties. In the following subsection, we propose
price he/she actually pays for the service. In other words, tRe"€W methodology for the utility-based approach aiming at
user utility must be, to some extend, tied to the price the usdfercoming these difficulties.
pays for the service. This design objective also makes serése
from the perspective of an Internet Service Provider (ISP) I
the sense that the ISP would be willing to give better, higher The root cause of the aforementioned difficulties can be
priority service to users who pay more for the service. A®ainly attributed to the idea of encoding all the desired service
a result, a utility-based solution should somehow account figatures into the utility functions, while attempting to achieve
such price-induced effects. a global design objective involving all the user utilities. On

Based on the above understanding, a simple fix of te&e hand, achieving such a global design objective, whether
problem is to slightly modify the utility functions in Fig. 1 it is utility-maximization or utility max-min, allows fair share
by allowing the value ranges of the utility functions to b@f the network resources among flows, which is desirable. On
proportional to the price paid by the user for the use of oflge other hand, it means that the actual resources allocated
unit of network resources (the exact functional relationshig individual flows are a function of the overall traffic load
is not important for the current discussion). For example, @d mixture. As a result, the desired service features of
we magnify the value range of the RRA utility in Fig. 1 byindividual flows, including HRT features, may have to be
e.g., 2 times, the rate allocation will now be much more igompromised for the sake of fairness among all the flows,
favor of the RRA flows than the case with normalized utilitieg¥hich is undesirable.
Obviously, the need to incorporate the pricing effect in the Basic Idea:A key idea in our methodology is to modify
utility function further complicates design of utility functions.the traditional utility functions by encoding only the elastic

Interacting with TCP:Since TCP is a dominant transporfart of the service features in them and letting the inelastic
layer protocol, the utility-based approach must take its impae@rt of the service features be explicitly expressed as flow-
on TCP performance into account, e.g., the rate allocatiéfyel constraints. For example, the HRT utility function in
needs to be TCP friendly. An interesting observation maddd- 1 encodes only an inelastic service feature, i.e., totally
in this paper is that the effective TCP utility function issatisfied or totally unsatisfied depending on whether the cut-
time-varying, i.e., it changes as traffic load fluctuatetSee Off rate is achieved or not. In our approach, this inelastic
next section for details). This observation suggests that to #gature is not encoded in the utility function but explicitly

TCP friendly' the time_varying Components m|ght need to t@(pressed as a flow-level constraint= cut-off rate and the
utility function encodes other effects if necessary (more on this

1This may sound a bit odd since a utility function is meant to serve later). As another example, for the service class corresponding

a measure of the degree of user satisfaction and hence, it should nott@eeither RRA or RDA utility function in Fig. 1, the user

dependent on the traffic load in the network. The reason for this being trd@tisfaction of the service grows SlOle in the convex part

is that the TCP congestion control mechanism was not designed with a us<f=r . . .

utility function in mind. As a result, it unintentionally leads to an effective® the utility and starts to increase faster in the concave part

TCP utility function whose value range and shape change from time to tin@f the utility. Usually, for this kind of service, a minimum

A New Methodology for Utility-based Approach



guaranteed rate at the joint between the convex part arwhtrol when applied to the NRE flows.

concave part of the utility function (i.e., the transition point Here we note that a real-time service user who receives
in Fig. 1) needs to be allocated to a flow to ensure that thiee minimum guaranteed rate is reasonably happy with the
user is reasonably happy with the service. In other words, wervice already. This makes it less important as to how to
can view the RRA/RDA utility function as composed of twadesign the utility functions (i.e., the elastic parts of the utility
parts: an inelastic part requiring a minimum guaranteed rétenctions in Fig. 1) to further differentiate the services. Instead,
and an elastic part corresponding to the concave part of the simply let all three services share the same utility funétion
utility function in Fig. 1. In our approach, the inelastic part i®\s we shall show later, this approach leads to an end-to-
explicitly expressed as a flow-level constraint, i.e.greater end traffic control protocol thaunifies the controls for all
than the rate at the transition point and the utility functiothree services. Service differentiation for the three services is
only encodes the concave part of the utility functions in Figchieved through a proper setting of a single control parameter
1 and other possible effects. in the protocol.

The implication of the above approach is significant. First, Since the NRE service has been supported by TCP with
expressing inelastic features as flow-level constraints, or as tjireat success, we simply adopt the TCP utility function (to
boundary conditions, in the problem space make these featusesderived shortly) to be shared by all three service classes.
explicitly quantifiable and not subject to traffic load and traffihis solution unifies the existing end-to-end TCP congestion
mixture changes. This is also in better alignment with mosbntrol with the control of the other two service classes,
existing pricing structures where the inelastic features amendering the TCP congestion control a special case of the
generally associated with some usage fees such as per priposed protocol. Moreover, this solution addresses the dif-
guaranteed bandwidth usage charge. In return, the inelasitult issue as to how to cope with a dynamically changing
features must be protected from being compromised, whichTI€P utility function when designing a new protocol on the
enforced explicitly in our approach. basis of the utility-based approach. With this solution, all three

Second, involving only elastic components in the utilitgervice classes are subject to the same dynamics of network
design makes it easier to justify and interpret the meaning @nditions for the sharing of the network resources. As such,
a specific choice of global design objective. For example, #te term ‘fairness/friendliness’ is now well defined. Namely, a
we shall discuss shortly, in our protocol design, we choose T@P flow receives fair share of the network resources with the
use the utility-maximization approach with all service classegastic parts of the flows belonging to the other two service
having the same utility function as the effective TCP utilitglasses, which also share network resources fairly among
function. This can be easily interpreted as providing fathemselves.
share of network resources for their elastic components. MoreNote that the negative impact on TCP performance due
specifically, all service classes are TCP friendly/fair, provided the introduction of minimum guaranteed rates for real-
that the inelastic features are satisfied. Note that other effecise services must, in principle, be avoided or mitigated by
such as pricing effects corresponding to the elastic componeatsall admission control mechanism at global scale. In other
can also be incorporated to further differentiate the servicgrds, the minimum guaranteed rates should not be severely
by e.g., adding a weight proportional to the monthly fee to theompromised in the name of having to be friendly/fair to TCP.
corresponding utility function. Otherwise, any attempt to enable meaningful QoS features

Finally, as a byproduct of extracting the inelastic featuremd pricing models is guaranteed to fail. Nevertheless, in this
from the utility functions, the flow rate corresponding tgaper, we demonstrate that due to the softness of control,
the convex part of the traditional utility functions in Fig. lthe current solution does not require call admission control
is now outside the problem space. In other words, in the work properly.
problem space constrained by the network resource and flowBased on the above design methodology and the mathe-
level constraints, the utility functions are concave, freeing ufatical framework in [34], in the following two sections, the
from having to deal with a difficult non-convex optimizationproposed protocol is designed.
problem.

An Example SolutionNote that the HRT service cannot IV. TCP UTILITY FUNCTION

be supported by the protocol developed in this paper. OurSince all three service classes will share the same

position is that the end-to-end transport layer protocol alo%P utility function, in this section, we derive the TCP
can only provide soft performance guarantee (see Secti&r]

L ility function based on the mathematical framework in
V for definition). Any HRT performance guarantee calls fOE’

" - 4]. Note that the existing utility-based models of TCP
sophisticated call admission control and resource reservat Rntioned in Section Il cannot capture the slow start
involving network nodes.

hase (i.e., multiplicative-increase-and-multiplicative-decrease

We assume that TCP will continue to'be. a domina. f\/IIMD) behavior of TCP) and the end-to-end nature of
transport layer protocol to support NRE applications. Our aiop |y this section, we aim at establishing a more accurate
is then to design a unified, end-to-end transport layer protoco

that.geperalizes. TCP for the support of RDA and RRA 2More elaborate utility can be used, by, e.g., adding a price-dependent
applications. This protocol degenerates to TCP congestideight to each utility in the utility-maximization objective



utility-based model for TCP that not only captures the AIMDQime interval lead to stable and near optimal control. Clearly,
behavior in the congestion avoidance phase, but also MIMbis family of control laws sets the much needed theoretical
behavior in the slow start phase, as well as end-to-end natfmandation underlying proposed QoS design methodology.
of TCP, among other things.

A. Main Results From [34]

B. Utility Function
On one hand, with any given concave user utility functions,

The problem can be stated as follows: a family of distributed control laws with different positive
» z(x,t) functions can be readily derived from Eqns. (3)-(5),

mazZU-(x-) 1) which will drive the network to an operational point where

— B the sum of the utility functions is maximized. On the other

hand, an empirically designed control protocol, such as the
TCP congestion control protocol, can leversely engineered
Z z; < By, let (2) by matching its pehavior with .the above fami!y of control
g Iaws_. This matching process, if suc_cessful, will Iea(_JI to an
] - ] ] “optimal control law” that best describes TCP behavior, and
whereU;(x;) is the utility function for flowi; I is the total pence, to the discovery of its underlying utility function. In
number of flows in the networky; is the rate of flowi; L is  this subsection, we demonstrate how the utility function that
the set of links in the network; an#; is the bandwidth of \ngerlies the TCP behavior can be identified through such a

subject to network constraints

link Zin t. reverse engineering procedure.
The distributed control law [34] that solves the above gince the TCP congestion control mechanism is designed
problem is given by (for simplicity, we omit the inde, empirically with many detailed fine tunings, it is unlikely
that there exists a utility based control law that can perfectly
&= (2(t,2)[f(z) — (1 = cg x r(z)])i, () match all the details of TCP behavior. In this paper, we
with attempt to match two major TCP behaviors, i.e., the MIMD
fla)=1— U (@)/0e (4) behavior in the slow start phase and the AIMD behavior in
the congestion avoidance phase. The TCP behavior due to
and (4,0) it 220 timeout (i.e., reducing the window size to one) is not matched.
(V)i = { wa b if i ; 0 (5) In other words, we assume that any congestion indications,

such as timeout and three repetitive ACKs, have the same
whereU (z) is a differentiable concave and strictly increasingffect on the TCP behavior, i.e., causing the reduction of the
function of x; z(x,t) can be any strictly positive function, window size by half. As a result, the resulting control law,
satisfying some loose condition (see [343); is the binary known as TCP control law, tends to be more aggressive than
congestion indicatorcg=1 if the packet forwarding path isthe TCP congestion control protocol. This ensures that QoS-
congested and O otherwise) is the logical negation ofg; aware control law derived in this paper that are TCP control
andr(z) is a scalar factor, taking different values for differentaw friendly will also be friendly to the actual TCP congestion
types of traffic. It is 1 for Best Effort (BE) flow. For flow with control protocol.

Minimum Rate Guarantee (MRG), i.e., a flow-level constraint: Assume that the increase ratens (o >0) and the decrease

x > 6 is added to the optimization problem in (1) and @);) rate isfz (0 < 5 < 1) in the slow start phase. In the absence
is given by: of congestion, i.e.¢g = 0, the control law in Egn. (3) is given

1 if >0 el
if =
7(1') = { m o if 2 0 (6) .
Tmaa v i = 2(t,2)f(x) = ow Y

Here 7. is a tunable parameter. Note that the above
family of control laws applies to any concave utility function;
enable minimum rate guaranteed services (for how to use these . _
control laws to enable target rate and upper bounded rate =2t 2)[f(2) 1] = —fz 8)
services, please refer to [34]); and allow flexible engineering of Then we have the utility function

z(z, t) function to realize various control behaviors. Moreover,

In the presence of congestion, i.eg,= 1, we have

for all the control laws in this family, the minimum non-local U(x) = zlog(1 + 3) (9)
information required for the control is simply a discontinuous, g

aperiodic, single-bit binary indicatorg, indicating whether and o

the forwarding path is congested or not. This makes it possible z2(t,x) = —— = (a+ Bz (20)
to implement this family of control laws end-to-end. Also, f(@)

this family of control laws is globally stable and optimal, aSinceU (x) is a differentiable, concave, and strictly increasing
shown in [34]. It is also shown in [34] that the correspondinfunction, and z(¢,z) is positive for z > 0, the MIMD
family of control laws in the discrete time domain with a finitecontrol law can achieve globally optimal rate allocation. The



coefficient of the utility depends on the ratig 3. A flow with 10

a larger increase factow] or smaller decrease factgs)(leads %=t

to higher utility. For the slow start phase in TCP, assurmé 8| xz ‘‘‘‘‘‘‘‘‘

and 5=1/2, thenU (z) = zlog3. et o
For the congestion avoidance phase, assume the additive- > 9 P

increase rate ig > 0, and multiplicative-decrease rate(s:. 5

In the absence of congestion, i.eg, = 0, the control law is
given by

i = 2(t,2) f(w) = p (11)

In the presence of congestion, i.eg,= 1, we have
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Fig. 3. Utility values with different slow start threshold
&=zt 2)[f(z) -1 =Pz (12)
Then we have one sees from these plots that the TCP utility function is indeed
concave and resemble the NRE utility function in Fig. 1.
U(z) = (& + 2)[log(u+ Bz) — 1] — [log(Bx) — 1]+ C (13)  Slow Start PhaseThe result in Eqn. (9) shows that the
B underlying utility function for the slow start phase is a linear
and function with a system-parameter-dependent coefficient. It is
2(tz) = p+ B (14) Well-known that the user utility of a linear form can easily
lead to unfair share of the link bandwidth. In fact, it can be
where C' is a constantU(z) is a differentiable, concave, easily shown that when multiple flows sharing a single-hop
and increasing function; and(¢,z) is positive. Hence the Jink, the one with the largest coefficient will take over all the
AIMD control law achieves globally optimal rate allocationink bandwidth, starving all the rest of the flows.
maximizing the utility function described in Eqn. (13). In the The above observations explain why the slow start threshold
TCP congestion avoidance phase,= 1/2, thenU(z) = in TCP must be dynamically adjusted to allow fair share of the
(2p+ z)[log(p + x/2) — 1] — z[log(x/2) — 1] + C. Note that network resources. In TCP, a flow always adijusts its slow start
the 3 value is found to be larger than 1/2 in [15] and [22]threshold to be half of the peak rate (the rate when congestion
However, our analysis in the next section shows thatlue starts). When TCP is in the steady state, the peak rate is fixed
has limited effect on the equilibrium rate allocation and hencgnd so is the slow start threshold. As we shall see shortly,
we simply letg = 1/2. the bandwidth allocation in the congestion avoidance phase
Now, consider the steady state where the slow start phaseoughly inversely proportional to RTT and does not cause
ends at a constant ratg. We setC' at a value such thdf'(z)  strong bias in favor of a particular flow. This ensures that no

is continuous at this point. Then we have flow will be able to grab the entire link bandwidth, starving
(a+ B, p [ other flows.
C = xslog[m] - BZOQ(M + Bxs) + 3 (15)  congestion Avoidance Phasg&he utility function for the

. congestion avoidance phase is given in Eqn. (13). First, we
C. Analysis note that whenr >> u/8, U(z) =~ (u/B)log(x) + const,

To the best of our knowledge, the TCP utility functiorreminiscent of the logarithm utility that leads to the well
derived in the previous section has been by far the only utilignown proportional fairness in [14]. However, there is a key
function that can capture both MIMD and AIMD behaviorglifference between the two. Namely, the utility function given
of TCP. In this section, we provide detailed analysis of this Eqn. (13) is explicitly proportional to the additive increase
utility function aiming at a better understanding of the endate u, whereas the one given in [14] is not dependent on
to-end TCP congestion control mechanism and for the benefit Since for the TCP window-based congestion control, the
of the proposed protocol design. congestion window size is increased by one packet every RTT

Dynamic Utility: We first note that in the above derivationn the congestion avoidance phase, the additive increase rate
of the TCP utility function, we implicitly assumed that theu is inversely proportional to RTT. In other words, our utility
slow start thresholdc, is a constant. This is a steady statéunction is inversely proportional to RTT, whereas the one
solution that holds only when the traffic load and pattern in tigiven in [14] is independent of RTT. The implication of this
network stay unchanged. However, when the traffic load arsisignificant in terms of steady state rate allocation. In what
pattern changes;, will change. Besidesy, is also a function follows, we use an example similar to the one in [2] to explain
of RTT of a TCP session. This means the TCP utility functiowhy this difference is significant.
will change its value range and shape as traffic load and patteriin [2], Chiu showed that with Kelly'$og () utility function,
changes, and also changes with RTT. Fig. 3 demonstrates #i$CP flow 0 traversingn-hops sharing the link bandwidth
by plotting the TCP utility function at various, values. As with some single-hop flows, one per link, receives a rate
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allocation ratiozg/x = 1/n, wherez, and z are the rates

allocated to flow0 and each single-hop flow (note that the
rates allocated to different single-hop flows are the same),
respectively. This implies that the proportional fairness derived

D6

from Kelly log(z) utility function does lead to rate allocations o o 1N o/ | al X
reflecting the TCP behavior, i.e., the flow traversing more ©0 ©

number of hops tends to receive less resource. However, Chiu °’ S0 b1 5, D7 D2 ¢ DB 570 b9
went on to show that this is true only when all the links are

bottleneck links for flow0. In the case where there is only Fig. 4. Network topology |

one single-hop flow, e.g., at the first link, flowy/z = 1,

independent of RTT, i.e., achieving min-max rate allocation.

This is in contradiction with the intuition that a TCP flowof the TCP window-based flow control. If the additive-increase

with a larger RTT tends to achieve smaller rate allocatiop. rate is set to a constant value for all the flows, regardless

As a result, Chiu concludes that TCP does not implemest their respective RTT values, then all the flows have the

proportional fairness. same utility function and hence achieves proportional fairness
Now, what we are interested in is whether the TCP ultilitys described in [14]. This explains why keeping a constant

function given in Eqn. (13) can lead to a rate allocation thalditive-increase rate in TCP leads to equal allocation of traffic

captures the dependence of TCP rate allocation on RTT. rkge to every flow under certain conditions, independent of

this end, let us calculate, /= using the TCP utility function RTT, as observed in [10] and [18]. Hence, our utility is more

given in Eqn. (13). First, we consider the case where all tR@neral than the ones in [14] [41] and it can lead to different

links are bottleneck links for flovo. To be more general, we rate allocations, depending on howis implemented.

allow m single-hop flows running on each link. The flow rate The remaining question to be answered is how well the

x for each single-hop flow can be expressed in terms®f proposed TCP model captures the steady-state behaviors of

asx = (B — xzo)/m, where B is the link bandwidth for all TCP quantitatively.

the links, andu; = p (i=1, 2, ...,m). Then at the maximum o N )

utility, we havedU (x)/dz0=0, i.e., the flow value ofy, can D Verification of Utility Function

be given by Most existing utility-based TCP modeling solutions can
only capture certain TCP behaviors qualitatively and they
[“/5 +(B - xo)/myz _ 1o/B + o (16) cannot capture the end-to-end nature of TCP. As a result, to

(B —z0)/m Zo the best of our knowledge, no existing solutions attempted

Whenz = (B — z9)/m >> pu/3, or equivalently, when to test their models against the end-to-end TCP congestion
the TCP utility function can be approximated By(z) ~ control mechanism quantitatively. Since in this work, the
(1n/B)log(z) + const, Eqn. (16) can be approximated by ~ proposed protocol needs to be designed based on the TCP

utility function, to ensure the protocol thus designed is truly

o___ % Ko (17) TCP-friendly, the TCP utility function must be able to provide

x  (B—=w)/m  np a rate allocation that reasonably matches the actual TCP rate
What significant about this result is that the relative ra@@location. In this section, we use NS-2 simulator to test it.
allocation for flow 0 here is not only dependent am but We consider the case of = 3 andm = 3, i.e., a three
also proportional to the ratipo/u, or equivalently, inversely link network with a total number of 10 flows, one traversing
proportional to the ratidRTTy,/RT'T, in the case of window- all three links and three single-hop flows on each link. The
based flow control, whereRT'T, and RTT are round-trip network topology is shown in Fig. 4. All the three links have
times for flow0 and a single-hop flow, respectively. We alseéhe same link bandwidth, i.e3 = 100 Mbps. The link
note that this result is independent @f For that reason, we propagation delays are given in Table I. Although not tightly
have simply sepp = 1/2. coupled with the queuing mechanisms in use in network nodes,

It can be easily shown that in the case where single-htige family of control laws presented in the previous section
flows are only placed on one link, e.g., the first one, th#oes implicitly assume that different flows sharing the same
relative rate allocation for flowd (without approximation) is congested link should have equal opportunity to sense the
then equal tquq/u, or reversely proportional t&77,/RTT, congestion. Hence we let all the flows share a single Random
in agreement with the intuition about the TCP rate allocatioiarly Detection (RED) first-in-first-out (FIFO) queue at each
This also explains why the utility function constructed in [41touter. Flows are generated by TCP-Reno. Each simulation run
has to be inversely proportional to RTT. is 300 seconds and the statistics are collected during the final

The above results clearly demonstrate that the utility fun@é00 seconds.
tion derived in the previous section can capture the essentiallo test the accuracy of the proposed TCP model, we
aspects of the TCP behaviors qualitatively. We also notempare the measured rate allocations of TCP flows against
that the dependence of utility on RTT is derived from ththe theoretical one. Due to the use of a dynamic slow-start
dependence of utility op as a special case, i.e., in the contexthreshold, a TCP flow is always in the congestion avoidance
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LINK PROPAGATION DELAY OF THREE CASES wherer(z) is given in Eqn. (6).
With congestion, the QoS-aware control law acts the same
l [ o [ & [ t2 | as the TCP control law, i.e., the decreasing rate/i2.

Casel | S5ms | Sms | 5ms Note that if 7(z) = 1, the control law in Eqgn. (18)

Casell | 2ms | 5ms | 5ms .

Case T S5 ms T 5ms T 2ms degenerates to the TCP control law. Hence, this control law
unifies the TCP control with the control of the RDA and RRA
flows.

03 To understand how this control law behaves under different
op5f === S traffic load conditions, let us consider two different cases,
g i.e., zs < 8 andz, > 6. For z, < 0, i.e., the traffic load
§ e Casel | is relatively heavy, the above control law can be written as
€ s ] follows:
o N Without congestion,
2 o1 Case ll
¢ _ Brr .. — /2 if < x4
| eoetca o i={ (e —Va/24 prll, o <z<0  (19)
0 ‘ ‘ ‘ ‘ W otherwise
200 220 240 260 280 300 ) )
Time With congestion, the control law acts the same as the TCP
control law.

Fig. 5. Rate Ratio . . . . .
First, we consider the case without congestion. Assuming

rm =3, the flow rate acceleration in the slow start phase is

max

phase in the steady state, assuming that there is no tirfRur times faster Fhan thgt of the TCP.contr.oI law. Moreover,
out events that put the TCP back to the slow start phad® rate keeps increasing exponentially in the congestion
Hence, the theoretical rate allocation is given by Eqn. (1gjvoidance phase (i.ef, >x=> z) until the minimum guar-

In the congestion avoidance phase, the congestion windaiteed rate is reached, alth_ough at a reduced acceleration rate.
is increased by 1 packet per RTT. If the packet sizevis Beyond .that, the acceleration rate becomes equa] to_that of
bits, the additive increase rate of a flowds/RTT (in our TCP. This confirms that our design methc_)dology is friendly
simulation,w = 8000 for all packets). Hence, the ratigy/z  t© TCP .for thg rate belonging to the elastl'c.part of the flow.
is independent ofy but dependent on RTT. The RTTs for flow©r the inelastic part of the rate, i.e., the minimum guaranteed
0 and other 9 flows are 56us and 30ms in Case I: 50ms 'ate, the flow acts more aggressively than TCP. Hence, under
and 18ms in Case II: and38 ms and30 ms in Case IIl. Here relatively heavy traffic load condition, a RDA/RRA flow is
the RTTs are evaluated based on the propagation delays ofipected to outperform TCP. The value of the parameter
Then, the theoretical rate ratias,('z) based on Eqn. (16) for "maz determines how much more aggressive the flow will be
Case |, Il and Il are 0.2, 0.12 and 0.26, respectively. with respect to TCP. It is a tunable parameter, which will be

Fig. 5 depicts the flow ratio versus time for the three casédScussed more later. o
respectively. The flow rate in the three cases is computed !N the presence of congestion, it behaves the same as TCP
as the average rate of flows 1-9. Here, we observe that m_ethe case of window-based flow control, i.e., reducing the
measured TCP flow ratios closely match the theoretical raty&ndow size by half every RTT. Note that the rate may drop
for all three cases. These results demonstrate that the T§QW the minimum guaranteed rate But the flow rate
utility function and hence the TCP control law can capturg®? come back much faster than TCP as explained above.

the essential behaviors of TCP quantitatively. This is the reason that we say that this protocol prowdé
minimum rate guarantee. This is a desirable feature for end-to-
V. A UNIFIED, END-TO-END TRANSPORTLAYER end control such as ours. In an end-to-end control scheme, the
PrROTOCOL congestion feedback information can only be single-bit binary

and there is no way for the control law to distinguish between
based on the TCP utility function derived in the previougbngeStion due to elastic traffic overloading or inelastic traffic

section and test their performance based on a window—ba?é’%rloadmg' _If’ for exar_nple, the congestion is triggered by
implementation. inelastic traffic overloading, due to resource shortage caused

by e.g., over commitment of network resources or link/node

A. Control Law for Minimum Rate Guaranteed Service  failures, maintaining a hard minimum guaranteed rate for

Plugging the TCP utility function, i.e., Egns. (9) and (13)the R_DA_and RRA flows can cause persistent congestions,

. . . . resulting in partial or even complete shutdown of the Internet.
into Eqn. (3), we arrive at the following control law: = ; -

. . The ability to reduce the flow rate below its soft minimum

Without congestion, . ) .

guaranteed rate makes this control law a viable solution to

.| @r(z)-1Dz/2 if x<ux, (18) provide QoS features in the Internet of global reach, where

v (r(z) — 1)xz/2 4 pr(x) otherwise call admission control at global scale may not be possible.

In this section, we derive the proposed control law/protoc
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Our simulation studies in Section VI demonstrates that it ishere W;(¢) is the window size of TCP flow at time ¢,

indeed a viable solution without call admission control. R;(t) is the RTT of flowi at timet, p(q) is the packet drop
Forz, > 0, i.e., under relatively light traffic load condition, probability of a router at queue length
we have: (1) without congestion, For an MRG flow, when the congestion occurs, its rate is
(3rm —1)az/2 if 2 <6 reduced by half, thgn it Wi|| go back to the targeted minimum
i=1{ z/2 if 0 <2<, (20) rate after one RTT if  is over 3. In the case that the target
" otherwise rate is greater than the slow start threshold, the control law can

) . e approximated as the rate dropped from the peak rate to the
and (2) With congestion, the control law acts the same as %?geeczd rate. Hence the windoSvpsize of MR(E flgvmith
TCP control law. )

At ™ — 3. the flow rate accelerates at 4 times the Tcgrgeted minimum raté; can be approximately modeled as:

max

slow start rate wherr < 6. However, as soon as > 6, it
starts behaving the same as TCP in the slow start phase. I'Wj(t) ~ (1 —p(a(t — R;(t)))

other words, the flow with the minimum guaranteed réte R;(t)
behaves very much like TCP and imposes minimum impact (W;(t) — 6;R;(t))W;(t — R;(t)) ¢t Rt 29
on TCP under relatively light traffic load condition. R;(t— R;(t)) pla(t = R;(1))  (22)

In summary, the proposed protocol enables real-time ser- .
vices similar to the controlled-load service defined in the '€ Packet drop probability(¢) of RED takes the form,
Intserv architecture. In relatively light traffic load condition, it 0 0<q<gmn
behaves like TCP, while in the relatively heavy traffic load a—q™" mag min maz
i . . . _ qmaz —gmin q <qg=gq
condition, it outperforms TCP, achieving a soft minimunp(q) = i miad L mas . = g ma
guaranteed rate. Tprae (L=p™*) +p T < q=2q

Since the TCP congestion control mechanism is window 1 2¢"m < q

based, it makes sense to also implement the above control h . 12 b (23) q
law as window-based traffic control protocol. Hence, in the-l;c ﬁ RTT of flowk (k=1,2,...,N) Rx(t) can be expresse
following discussion, we consider only window-based imple@S ollows, a(t)
mentation. Ry (t) = ar + 5 (24)
B. Theoretical Upper Bounded Guaranteed Minimum Ratewhereak is the fixed propagation delay of flow

The control laws derived in the previous section allow the For the queue length(t),
sending rates to fall below their minimum guaranteed rates.

. . .. N
This raises the concern whether, on average, the minimum (1) = _B+Z Wi (t) (25)
guaranteed rate for a real-time application using this protocol = P Ri(t)

can be achieved or not. In this section, we derive a upper
bound on the achievable minimum guaranteed rate for theBy taking the expectation of each side of the Eqns. (21),
above MRG control protocol based on the fluid model. We2) and (25), and following the approximated method used
consider a network with one bottleneck link as shown in Fidd [32], we get

6. AssumeN; TCP flows labeled a%, ..., N; and N,, MRG . _ _ P,

flow labeled asV, + 1,..., N (hereN = N, + N,,) sharinga  E[Wi(t)] = ! p(%qg t)fl(t))])
bottleneck link with bandwidthB as shown in Fig. 6. !

for ¢=1, 2, ...,N;, and

B ) - LB R

E[W;(t — R;(1))
E[R;(t — R;(t))
Fig. 6. Topology Il 0;E[R;(t)])p(Elg(t — R;(1))]) (27)
forj =N, +1, ..., N, and

f (EW;(1)] -

In fluid model [32] [39], the window size of TCP flow
can be modeled as: _ N E[Wi(t)]

_ E =-B — 28

_Wégziﬁf ;zii;()t))p(q(t _Ri()) 1) E[l'—]hi %%/stem stable point can be achieved#i’,] = 0 and
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For the N, TCP flows, 30

BWi(0) =0 = et ien)
—6— Simulation
EWA)EW; (¢t — Ri(t))] = 20 2P FD))) o

p(Elq(t — Ri(t))])
In the stable point, we can assume th&{W;(t)] =

E[W;(t — R;(t))]. That means that the average peak rate of
TCP flowi at the stable state should be fixed. So we have

. o |
20— p(Ela)) \\‘\*
P =\ =) . 5 ‘

Datarate (Mbps)

Similarly, the average peak rate of MRG flgvat the stable %% 40 50 60 70 80 90 100
state is calculated as MRG Flow Round Trip Time (ms)
E[W](t)] =0 = Fig. 7. The maximum guaranteed target Rate of MRG flow, RTTs of TCP
(1 . p(E[q])) flows vary from 20ms to 56ms
EW;]? = 0,E[RjJEW;] — ————22 =0 (31)
J J J J p(E[q])
Then we have
]+ +/(6;E[R 40-p(Elg))) 124, 20V 4 95,2 — 5,
BW,) = \/ _PEE) (39 0, \/ ! BIR] 5 ’ L (36)
The average queue length at the steady state can be obtained
as Eqgn. (36) shows the maximum target rate can be guaranteed
_ N (Wil for MRG flow j under certain network conditions. It means
Bl =0= Z a + E‘[q] =B (33) that all the target rates no larger than the value calculated in
=1

Eqn. (36) can be guaranteed using the MRG control law. It is
The average congestion window size of each flow can Werified through the following ns-2 simulation study.
solved through Eqns. (30), (32) and (33)). Then the averagen our simulation, we sefV = 11 in the network. Among
peak rate (the rate at the congestion time) of fléwis these flows, flows 1-10 are TCP flows, and flow 11 is an MRG
E[W]/E[Ry]. flow. The bandwidth for the bottleneck link is 100 Mbps. Fig.
Recall the MRG control law, i.e., the flow increases exz show the theoretical minimum guaranteed rate, the actual
ponentially when its rate is smaller than its target rate; amginimum guaranteed rate in the simulation, and the rate of
increases additively after it reaches the target rate. The numbew 11 using the TCP control law. Here, RTTs of the TCP
of RTTs (7;) of MRG flow j with additive increase ratg; flows 1-10 linearly increases from 20 ms to 56 ms, i.e., the

in its additive increase phase is calculated as RTT of flow 1 is 20, of flow 2 is 24 ms and so on. The
E[W,)/E[R;] — 0, results show that the theoretical result in Eqn. (36) gives a
n; = J J J (34) little bit lower upper bound of the guaranteed target rate for
Hj the MRG flow, because we assume all the packets are dropped

Now let us compute the average flow rate of an MRG flovafter congestion. The results also show that the minimum
Assume MRG flow; senses a congestion when its flow ratguaranteed rate of MRG is much greater than the average rate
is at its average congestion ratg{W,]/E[R;] (assume this of TCP flow.
rate is above its target rat). In the next RTT, the flow  Now let us exam the rate allocation of link shared by multi-
rate decreases t8[IV;]/2E[R;], and then increases back tgple MRG flows and multiple TCP flows. In the simulation, we
its target rate §;) in the followmg RTT by assuming;:,.. set 100 flows, the shared bandwidth is 500 Mbps. All flows
is no less than 3. In the following; RTTs, the flow rate have the same RTT 60 ms. From Fig. 8, we know that the
increases additively to the congestion raf@V;]/ E[R;]. After average rate is about 4.5 Mbps when all flows are TCP flow.
it reaches the congestion rate, the packets in the followifithen we setV,, flows to be MRG flows, and the remaining
RTT may be dropped in the following RTT. We assume th&)0 — N,, flows are TCP flows, and changé,, from 10 to
effective flow rate is 0 in that RTT to calculate the uppet00. We can see that the target rate can be guaranteed varies
bounded minimum target rate. So to guarantee the target rixtam about 9 Mbps to 4.5 Mbps which are about 1 Mbps

6;, n; has to satisfy the following equation above the theoretical bound. The average rate of TCP flows
drops from about 4.5 Mbps to 2.5 Mbps. This shows that

ni(n; +1) g > (0, — EW;] )+ 6, (35) the MGR flow can significant improve the average target rate.

2 7= 2B[Ry] ’ Even if all the flows are MRG flows, the average guaranteed

or rate is just the same as TCP flows.
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Fig. 8. The maximum guaranteed target rates of MRG flows

Fig. 9. Network topology

VI. SIMULATION TESTING

flow 1
flow 2
flow 3
flow 4
flow5
flow 6
- = =flow7 [
- — —flow8
- = —flow9

flow 10 [T

flow 11
= = —flow12 |4

The unified control law derived in the previous section is
rate based. It is shown in [34] that the corresponding control 7t
law in discrete time domain with finite control epochs and
granularity lead to stable and near optimal control. Hence we
map the continuous, rate based control law into a window-
based packet control protocol, in line with the TCP congestion
control.

To translate the rate based control law into a window-based
packet control protocol, we need to measure the transmission
rate at the sender. A round trip time (RTT) based rate calcu-

- e e R TS -
—————— - - s = =

Average Datarate(Mbps)
N

lation is used. The rate is estimated as follows: Y dow11 W10 flow 9

1 ‘ : : 1

a(t) = w(t) - s/T(t) (37) ]

O i i i i i
wherez(t) is the transmission rate at timew(t) is the sliding 0 0 100 150 2000 250 300
window size at timef; s is the packet size; an@(¢) is the
average measured RTT at timeThe average measured RTT Fig. 10. Flow Rate Allocation, TCP-Reno for all flows
at timet can be calculated as follows:

T(t)=n-Tt—=1)+ 1 —=n) MT(t) (38)

Mbps (it is 2.32 Mbps by using TCP) can be achieved when
with 0 < 1 < 1; T(t — 1) is the last calculated average,.. IS Set at 3 or above. The simulation result fgf,,. = 3
RTT; MT(t) is the measured RTT at timg and n is a Iis given in Fig. 11.
tunable parameter, i.e., the relative weight of the historical The above case study indicates that when the majority of the
RTT estimation on the estimation of the current RTT. Thilows are TCP and the committed resource constitutes a small
sender uses the measured rate as well as the targeted minirponion of the overall network resource (4.5/20), the minimum
guaranteed rate to do congestion control. rates for QoS-based flows can be guaranteed, while the other

We consider a network with 33 nodes, as shown in Fig. 3CP flows just have a little bit lower rate. For example, the
There are 12 flows running in this network. Fléwtarts at the rate of flow 12 is still above 2 Mbps.
sourceS; and ends at the destinatidy,. The RTTs excluding  Now we run flows 9, 10, 11 and 12 with minimum guar-
queuing delay for flows 1 to 12 are 40, 32, 32, 32, 38, 34, 38nteed rate of 3 Mbps for each flow and TCP-Reno for the
36, 100, 108, 100 and 11@s, respectively. rest of the flows. Againy):,. = 3 for flows 9, 10, 11 and

In the simulations, we first run all the 12 flows using TCP12. In this case, flows 10, 11, and 12 share the middle link
Reno. Fig. 10 shows the average rate of all the 12 flows. TheFig. 9, meaning that about half of the link resource (9/20)
rates of flows 1 to 12 are around 5.02, 5.89, 7.06, 5.84, 5.8i&eds to be committed to flows with minimum rate guarantee.
5.92,5.42, 4.8, 2.32, 2.12, 2.05 and 2.30 Mbps, respectivejig. 12 depicts the simulation results. One notes that all four

Now we run our protocol for flow 9 with the minimum QoS-aware flows reach their minimum guaranteed rate. In the
guaranteed rate of 4.5 Mbps and TCP-Reno for the rest mkantime, the TCP flows do not suffer too much rate loses,
flows. We found that the the minimum guaranteed rate 4fér example, the rate of flow 3 from 7.06 Mbps to 6.5 Mbps,
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. 2 Wy

flow 1
flow 2
flow 3
flow 4
flow 5
flow 6
= = ~flow7 flow 9, 10, 11, 12
- — —flows B
= = =flow9
flow 10
1 flow 11 | : 1
= = =—flow 12
0 i
50

Average Datarate

(1]
(2]
(3]

150 200 250
Time

100 300

Fig. 12. Flow Rate Allocation, MRG for flows 9, 10, 11 and 12

(4]

and other flows with rate close to 5 Mbps are reduced to clodel
to 4.5 Mbps.

Finally, we set flows 9 and 10 with minimum guaranteeds
rate of 3 Mbps and flows 11 and 12 with minimum guaranteed
rate of 5 Mbps for each flow and TCP-Reno for the rest of”
the flows. Again,r, = 3 for flows 9, 10, 11 and 12. Fig.

13 shows the rate allocation. Flows 9 and 10 can achievé¥
their target rate while flows 11 and 12 cannot, but they hav,

improved rate compared to TCP flows. This indicates that the
proposed protocol can improve the flow rate even if in the

heavy congestion conditions. [10]

VIl. CONCLUSIONS

In this paper, we proposed a unified, end-to-end transpblrjt]
layer traffic control protocol to support RDA, RRD, and NRE
services. This protocol is the first of its kind, in the send@?]
that it is design based on THEORY, i.e., a systematic, utilif[yg
based design methodology and a well-grounded mathematica

foundation. As a result, it possesses some desirable, provable
properties, including fairness, stability, and optimality. Both
analysis and simulation results demonstrated that the proposed
protocol can provide soft minimum rate guarantee for real-time
applications, while being friendly to TCP flows. As part of the
protocol design, this paper also makes contributions to a better
understanding of the utility-based approach and utility-based
interpretation of TCP behaviors.
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