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Why	Visual	Analy4cs?	





Sta4s4cal	modeling	to	tackle	
challenge	of	Big	Data		



Anscombe’s	Quartet	
I	 II	 III	 IV	

x	 y	 x	 y	 x	 y	 x	 y	
10.0	 8.04	 10.0	 9.14	 10.0	 7.46	 8.0	 6.58	
8.0	 6.95	 8.0	 8.14	 8.0	 6.77	 8.0	 5.76	

13.0	 7.58	 13.0	 8.74	 13.0	 12.74	 8.0	 7.71	
9.0	 8.81	 9.0	 8.77	 9.0	 7.11	 8.0	 8.84	
11.0	 8.33	 11.0	 9.26	 11.0	 7.81	 8.0	 8.47	
14.0	 9.96	 14.0	 8.10	 14.0	 8.84	 8.0	 7.04	
6.0	 7.24	 6.0	 6.13	 6.0	 6.08	 8.0	 5.25	
4.0	 4.26	 4.0	 3.10	 4.0	 5.39	 19.0	 12.50	

12.0	 10.84	 12.0	 9.13	 12.0	 8.15	 8.0	 5.56	
7.0	 4.82	 7.0	 7.26	 7.0	 6.42	 8.0	 7.91	
5.0	 5.68	 5.0	 4.74	 5.0	 5.73	 8.0	 6.89	



Property	 Value	

Mean of x in each case	 9 (exact)	

Sample variance of x in each case	 11 (exact)	

Mean of y in each case	 7.50 (to 2 decimal places)	

Sample variance of y	 4.122 or 4.127 (to 3 decimal places)	

Correlation between x and y	 0.816 (to 3 decimal places)	

Linear regression	 y = 3.00 + 0.500x (to 2 and 3 decimal places, 
respectively)	





Outliers	

Trends	

Get	answers	to	the	ques3ons	you	didn’t	ask	yet.		



Sta3s3cal	Modelling	

Visual	Analy3cs	



E-COMMERCE	DATABASE	



E-Commerce	Data	

Bought	3	4mes	
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Transac3on	Table	

(uid,	pid,	rela4on)	



item	1	 item	2	 item	3	 item	4	 item	5	

User	A	 ★	 ★	 ★★	 ★★★★	

User	B	 ★★	 ★★★★ 	 ★★★	 ★★★	

User	C	 ★★★	 ★	

User	D	 ★★	 ★	

User	E	 ★	 ★★★★	 ★★★★★	 ★	 ★★★★	
	

User	F	 ★★	 ?	 ★★★	 ★★★	

Sparse	Matrix	for	Dyadic	Rela4on	



Item-based	Filtering	

User-based	Filtering	



Computers	are	good	for	
individualized	recommenda4ons.		

	
But	…		



What items should be on holiday promotion?  

Who are our target user groups? 

What are their favorite items?  

Overview	Ques3ons	



Which user group especially hates our product? 

Which product shows interesting preference pattern? 

Outlier	Ques3ons	



How	e-commerce	dataset	can	be	
visualized?	



Dataset	

•  Movielens	dataset	
– GroupLens	Research	Project	at	the	University	of	
Minnesota.		
•  100,000	ra4ngs	(1-5)	from	943	users	on	1682	movies.		
•  Each	user	has	rated	at	least	20	movies.		
•  Simple	demographic	info	for	the	users	(age,	gender,	
occupa4on,	zip	



User	A	 User	B	 User	C	 User	D	 User	E	

Movie	1	 1	 1	 4	

Movie	2	 4	 2	 3	 3	 5	

Movie	3	 1	 1	

Movie	4	 2	 4	 1	 1	

Movie	5	 3	 3	 2	 4	

User	E	

Age	 32	

Job	 Writer	

Gender	 Femaie	

Zip	Code	 47906	

Average	
Review	 3.4	

Number	of	
Reviews	 57	

Movie	1	

Release	
Date	 1978	

Average	
Review	 4.3	

Number	of	
Reviews	 345	

Gave		4	star	



Task	Taxonomy	

•  Search	and	filter	
•  Data	Distribu4on	
•  Finding	similar	en44es	
– Based	on	proper4es	
– Based	on	the	dyadic	paiern	

•  Finding	similar	linked	en44es	
•  Es4mate	correla4on	



METHODS	



Item	1	 Item	2	 Item	3	 Item	4	 Item	5	

User	A	 1	 1	 4	 4	

User	B	 4	 3	 3	 5	

User	C	 5	 1	

User	D	 2	 5	 1	

User	E	 3	 3	 2	 2	 4	
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4
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2
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Dimension	Reduc4on		

Mul4	dimensional	scaling	(MDS)	
Independent	component	analysis	(ICA).	
Principal	component	analysis	(PCA).	
Singular	value	decomposi4on	(SVD).	
T-SNE	
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a chart that can be used for understanding the relationship between
these two data attributes. However, this has a severe scalability is-
sue because two-dimensional (2D) scatterplots can represent only two
features out of many at any given point of time.

Instead, an alternative strategy that better handles this scalability is-
sue is dimension reduction, which involves multiple original features
to represent each axis. Dimension reduction [21] is a popular tech-
nique used to transform high-dimensional data into lower-dimensional
views (typically, 2D scatterplots). While a variety of approaches exist,
their fundamental functionality is similar: to solve for distances be-
tween data points in a lower-dimensional space that closely represents
the true distances between the points in a high-dimensional space. This
is carried out by variations in solving for distance metrics from the
data.

In the visual and perceptual understanding of a scatterplot, the inter-
pretation of its axes plays a crucial role. That is, understanding what
it means to have large/small values along the x or y axis significantly
helps the users’ reasoning process about why the relationships among
data items are close/remote in a scatterplot. In the case of traditional
scatterplots where each axis is directly mapped to a particular data
attribute (without any dimension reduction), this process is straight-
forward. However, this is not often the case when it comes to the axis
of a 2D scatterplot generated by dimension reduction. One of the pri-
mary reasons is that only a limited set of dimension reduction methods
provide the interpretability of the axes of a scatterplot. Such meth-
ods include traditional methods such as principal component analysis
(PCA) [27] and linear discriminant analysis [23], which form an axis
(or a reduced dimension) explicitly as a linear combination of the orig-
inal data attributes. Through this linear combination representation of
the original attributes, one can interpret the contribution of each orig-
inal attribute to the axis. On the other hand, many other dimension
reduction methods form each axis implicitly in terms of the original
attributes, and thus they do not provide users with its clear meaning.
Most advanced non-linear dimension reduction methods such as man-
ifold learning [33] correspond to this case. Even worse, in some other
popular methods such as multidimensional scaling (MDS) [31] and
force-directed graph layout [22], these are rotation invariant, which
means that the axis is not defined at all. Thus, communicating with
users about the meaning of the axes resulting from dimension reduc-
tion techniques is an open challenge.

Another issue with the scatterplot generated by dimension reduc-
tion lies in the lack of interactivity. Forming the axes via dimension
reduction does not typically allow human intervention. In other words,
most of the dimension reduction methods are performed in a fully au-
tomated manner on the basis of their own pre-defined mathematical
criteria, and thus, diverse user needs and task goals are not considered
in this process. For instance, the PCA criterion, which maximally pre-
serves the total variance of data, may not align well with the goal of
a user’s task. While MDS attempts to preserve all pairwise distances
with equal weights, one may want to focus on a subset of data points,
e.g., a local region in a scatterplot, at a time.

Motivated by these challenges, we propose a novel interactive
knowledge specification method for multidimensional data visualiza-
tion, which is an alternative to the purely automatic process of generat-
ing a scatterplot via dimension reduction. The proposed method inter-
actively forms an axis, thereby generating a corresponding scatterplot
in a user-driven manner. The key novelty of the proposed method lies
in the direct and seamless incorporation of user-selected data items for
characterizing the axis during the data exploration process. Our tech-
nique enables users to create and modify the axes by dragging data
objects to the high and low locations on both the x and y axes. The
proposed method defines the meaning of an axis accordingly in the
form of a linear combination of original data features, similar to the
output of linear dimension reduction methods. Such a user-driven lin-
ear combination of data attributes is visualized on each axis, showing
the positive or negative contribution of each attribute to the axis. Fi-
nally, users can continually refine the axes by dragging additional data
points to the axes, or by directly adjusting the contribution of the data
attributes as part of the linear combination.

Fig. 2. A scatterplot generated by Tableau [41]. Users can interac-
tively explore data by selecting and changing the bindings between
data attributes and axes.

The primary contributions of this work include the following:

• a visual analytics technique for directly creating, modifying, and
visualizing complicated axes formed by a linear combination of
data attributes

• a user interaction technique enabling seamless interactivity via
both data objects and data attributes to steer the meaning of the
axes

• a visual analytics technique to help users discover and weigh data
attributes

The rest of this paper is organized as follows: Section 2 discusses re-
lated work. Section 3 describes our proof-of-concept visual analytics
system along with how the proposed interaction techniques are per-
formed from the perspectives of both the front end and the back end,
followed by a discussion about our design rationale. Section 4 presents
several usage scenarios showcasing the advantages of the proposed in-
teraction techniques. Section 5 presents in-depth discussions about the
limitations of our interaction techniques as well as potential directions
for improving them. Finally, Section 6 concludes the paper with some
future work.

2 RELATED WORK

In this section, we discuss previous work about the visualization ap-
plications of dimension reduction methods as well as user interactions
with them.

2.1 Multiattribute Data Visualization

The design space for visualization techniques for representing multi-
attribute data is large [28]. For example, the existing techniques in-
clude iconic displays [6], transforming displays based on geometric
characteristics [13], and stacked visual representations [32]. Among
these many techniques, one commonly used technique is the scatter-
plot [12, 20, 45], owing to the visual simplicity and cultural familiarity
of such charts [43]. Scatterplots (such as the one shown in Fig. 2) rep-
resent data on a Cartesian plane defined by the two graphical axes (the
x and the y axes). Three-dimensional scatterplots are also an available
option, but their use in information visualization is limited given the
perceptual and visual challenges [38, 47]. Systems that enable users to
generate scatterplots include Tableau [41], GGobi [40], Matlab [34],
Spotfire [1], and Microsoft Excel [19]. One basic user interaction sup-
ported by scatterplots is to select and change the mapping of the axes
to data attributes (Fig. 2).

As dataset complexities increase, often, the number of data at-
tributes to select from increases as well. This causes situations where
directly selecting one out of hundreds or thousands of data attributes
can be less than optimal. As such, different types of techniques exist
to show more combinations of data attributes simultaneously. For ex-
ample, multiple scatterplots can be arranged into a single view called

Fig. 3. A scatterplot matrix (adapted from [15]) showing all individual
pairwise feature scatterplots of an 8-dimensional dataset.

Fig. 4. A Galaxy View generated by IN-SPIRE [48] showing a scat-
terplot of documents (dots).

a scatterplot matrix [12]. A scatterplot matrix (such as the example
shown in Fig. 3, adapted from [15]) binds data attributes to rows and
columns so that each cell in the matrix can represent a single scatter-
plot. As such, users do not have to individually bind data attributes to
the axes and interactively choose among the potentially large number
of choices.

2.2 Applications of Dimension Reduction in Information
Visualization

When using dimension reduction for visualization purposes, the goal
is to provide a low-dimensional view, typically a 2D scatterplot, in
a manner that the original high-dimensional distances between data
points are maximally preserved in the resulting 2D views. These
views often show spatial clusters or groups of data representing co-
herent contents. The widely used dimension reduction methods used
for visualization include PCA [27], MDS [31], self-organizing map
(SOM) [29], and generative topographic mapping (GTM) [3]. Re-
cently, t-distributed stochastic neighbor embedding [46] has been pro-
posed as a dimension reduction method, which is particularly suit-
able for generating 2D scatterplots that can reveal meaningful insights
about data such as clusters and outliers.

To date, these methods have been actively adopted in visual analyt-
ics systems. For example, IN-SPIRE [48], a well-known visual analyt-
ics system for document analysis, provides a Galaxy View (as shown
in Fig. 4) that visualizes text corpora spatially by showing the pair-
wise similarity between documents as their distance in a 2D space.
As a result, groups and clusters emerge, which can be perceived as
the sets of similar documents, based on the geographic "near=similar"
metaphor [39]. More recently, a visual analytics system applicable to
more general high-dimensional data types including documents and
images has been proposed, allowing a user to explore the diverse as-
pects of data by applying various dimension reduction methods to gen-
erate different scatterplot visualizations [9].

Other kinds of high-dimensional data have also been visualized in
the form of a scatterplot based on dimension reduction, including ed-
ucation performance data, census data [18], wine characteristics [5],
facial images [8], and text documents [7].

2.3 Interactivity for Dimension Reduction in Information
Visualization

In general, the axes created via dimension reduction techniques are de-
fined by linear or non-linear combinations of original data dimensions.
This complexity can lead to trust and interpretation challenges for do-
main experts exploring their data visually [10]. For example, users
may question whether their interpretation of a pattern is trustworthy or
if it is just an artifact of a dimension reduction technique. More funda-
mentally, using only two dimensions to represent considerably higher-
dimensional data inevitably involves significant information loss and
distortion. To overcome these issues, various user interactions have
been employed in numerous visual analytics systems.

One approach to user interaction is via direct manipulation of di-
mension reduction model parameters. For example, Jeong et al.
presented iPCA, a visual analytics application that visualizes high-
dimensional data in a 2D scatterplot using PCA [26]. They utilize
graphical controls (e.g., sliders) to enable users to directly manipulate
the weight on the principal components used in PCA. As a result, the
adjustments by the user generate a new projection (i.e., a new scatter-
plot). Similar interaction guidelines have been used by other applica-
tions, such as a text visualization system called STREAMIT [2].

A different set of techniques for incorporating user interactions into
such visual analytics systems also exists. Semantic interaction tech-
niques function by inferring model updates based on direct interac-
tions performed in the visualization [16, 17]. For example, Endert et
al. have shown how directly manipulating the position of points in a
2D scatterplot can be used for inferring the parameters of PCA, MDS,
and GTM [18]. These inferences can also be used for exporting the
specification of distance functions computed in the dimension reduc-
tion step so that they can be reused, shared, or simply saved [5].

Other than manipulating data items to interact with scatterplots, re-
searchers have studied the interaction techniques that manipulate fea-
tures or dimensions. Yi et al. have presented a technique called Dust
& Magnet that allows users to additionally place features or dimen-
sions on top of a scatterplot themselves to see which data items have
large values of these features or dimensions [49]. For text analysis, the
VIBE system allows users to perform similar interactions with key-
words [35]. In addition, Turkay et al. proposed a technique using
dual scatterplots one of which shows data items while the other shows
features [44]. By providing brushing and linking as well as filtering
operations on both data items and features in these dual scatterplots,
users can check major patterns as well as outliers among data items
and among features.

The technique proposed in this paper follows a similar idea of in-
teracting with both data items and features, but the main novelty of
the proposed technique against the existing work lies in the capability
of directly defining and interpreting the axes of the 2D scatterplot by
assigning the data items of our interest to the axes. In this respect, our
work is related to PivotSlice, a technique recently proposed by Zhao
et al. that allows faceted browsing of high-dimensional data [50], as
it allows users to specify data attributes on axes of the scatterplot by
directly dragging the attribute to the axis. However, our technique en-

(a) The initial visualization (b) The visualization after topic keyword refinement (c) The visualization after document-induced topic
creation

Fig. 5. The usage scenario with the TV Reviews data set. Given the initial visualization (a), we performed topic keyword refinement on the
highlighted topic containing the term ‘excellent’ by removing the term ‘TV’ and by increasing the weights of the term ‘recommended.’ Due to
this interaction, a single document (pointed by an arrow) has moved from this cluster to the other containing a keyword ‘problem’ (b). After
reading it, this document is shown to mostly complain about the product. Now, we performed document-induced topic creation by using this
document. As a result, three more documents that contain mostly negative reviews have joined this topic cluster, which is also reflected in the
keyword summary containing ‘repair’ and ‘stopped.’

(a) The initial visualization (b) The visualization after topic keyword refinement (c) The visualization after keyword-induced topic cre-
ation and topic splitting

Fig. 6. The usage scenario with the Car Reviews data set. Given the initial visualization (a), we have performed keyword-induced topic creation
and topic splitting. For the former, in order to look into any suspension issues, we have chosen the keywords ‘suspension’ and ‘problem’ (black
circles) for a newly created topic (a). For the latter, we have split the unclear topic labeled as ‘seats, mileage, passengers’ (a black triangle) to the
two where we have excluded the keywords ‘seats’ and ‘passengers’ but increased the weights of ‘mileage’ and ‘gas’ in the left while doing the
opposite in the right (b). The result shows the newly created topic cluster about ‘suspension, problem’ and also the two well separated clusters
(c).

(a) The initial visualization (b) The visualization after topic keyword refinement (c) The visualization after keyword-induced topic cre-
ation and topic splitting

Fig. 7. The usage scenario with the InfoVis-VAST data set. Given the initial visualization (a), we performed topic merging and topic splitting
and (b) and then keyword-induced topic creation (c). First, we merged the two topic clusters commonly dealing with hierarchical data (black
circles) and split the topic cluster about ‘multivariate data visualization’ (a triangle) to the one about ‘dimension reduction’ and the other about
‘clustering’ by increasing the weights for the corresponding terms (b). Afterwards, we performed keyword-induced topic creation based on a
keyword ‘edge’ in the cluster about ‘graph visualization’ (a rectangle). The final result reveals a newly created topic labeled as ‘edge, bundled,
adjacencies’ (c), revealing the relevant sub-topics such as edge bundling, edge crossing, etc.

Galaxy	view	by	INSPIRE	 T-SNE	by	UTOPIAN	

Top-K	words	



Two	Ideas	

•  Use	of	Complementary	space	to	iden4fy	

•  Use	of	airibute	features	to	iden4fy	the	
characteris4cs	of	cluster	



Item	1	 Item	2	 Item	3	 Item	4	 Item	5	

User	A	 1	 1	 4	

User	B	 4	 2	 3	 3	 5	

User	C	 1	 1	

User	D	 2	 4	 1	 1	

User	E	 3	 3	 2	 4	
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User	A	 User	B	 User	C	 User	D	 User	E	

Movie	1	 1	 1	 4	

Movie	2	 4	 2	 3	 3	 5	

Movie	3	 1	 1	

Movie	4	 2	 4	 1	 1	

Movie	5	 3	 3	 2	 4	

1

4
5

2

3

A

B D

E

C

User	E	

Age	 32	

Job	 Writer	

Gender	 Femaie	

Zip	Code	 47906	

Average	
Review	 3.4	

Number	of	
Reviews	 57	

Movie	1	

Release	
Date	 1978	

Average	
Review	 4.3	

Number	of	
Reviews	 345	



Toy	story	
(1995)	

Scream	
(1996)	



Toy$story$(1995)$

Scream$(1996)$

Similarity 

Location Age 



19,$M,$Student$

51,$M,$Educator$

Similarity 

Release Date 

Average Review 



Kernel	Density	Es4ma4on	



Density	vs.	Amplitude	



EVALUATION	



Two	dataset	

•  Movie	Lens	

•  Yelp	Review	text	



Exploratory	Analysis	

•  Get	answers	to	ques4ons	to	you	didn’t	ask.	

•  11	par4cipants		

•  Explore	movie	dataset	and	find	hypothesis	
– Average	6.5	(sd	4.8)	comments	per	users	
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Tes4monial	

•  So	Ma&lda	and	Contact	are	both	good	movies	
and	both	liked	by	a	lot	of	people	from	all	ages,	
but	they	have	a	’far’	similarity	because	
Contact	has	way	more	reviews	than	Ma&lda	
and	[is]	closer	to	movies	[...]	like	Star	Wars...		

•  as	a	geek,	I	would	like	to	play	with	this,	but	it	
is	not	for	non-geeks.		



DISCUSSION	



Limita4on	and	Future	works	

•  Occlusions		

•  Limited	aiributes	

•  Difficulty	in	group	behavior	visualiza4on	

– Union	vs	Common	

•  Temporal	Dimension	



Conclusion	

•  Two	novel	methods	to	iden4fy	cluster	

characteris4cs	

– Use	of	feature	and	dimension	reduc4on	as	an	axis	

– Complementary	en4ty	for	a	brush	and	linking	

•  Web-based	implementa4on	with	evalua4on	



Ques4ons?	

Deok	Gun	Park	
intuinno@umd.edu	

hip://vistalk.herokuapp.com/movievis/	
hip://vistalk.herokuapp.com/yelpvis/	

	
	


