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Abstract—A systematicand automatic method to dynamically
combine any set of existing MAC protocols into a single higher
layer, or metaMAC protocol, is presented. The new approach
makes it possible to always achieve the performance of the best Transport
component protocol, without knowing in advance which protocol
will match the potentially changing and unpredictable network

Application

L : . R . X Network
conditions. Moreover, this dynamic optimization is entirely auto-
matic and runs without any centralized control or any exchange e T el
of messages, using only local network feedback information. We el i EE
describe the method and prove that the resulting meta-MAC
protocol achieves optimal performance in a well-defined sense. Meta MAC

Through simulation on different types of networks and with

different component MAC protocols, we demonstrate that our / / \

simple and practical combination algorithm yields highly adaptive

and scalable MAC solutions. MACP, MAC P, MAC Py
Index Terms—Access protocols, adaptive systems, distributed al-
gorithms, multiaccess communication, optimization methods. — __
|. INTRODUCTION Physical

N ALL NETWORKS that have a broadcast channel as the
basis of communication, the medium access control (MAE¥: 1. The meta-MAC protocol in a simplified protocol stack.
protocol serves a vital role. It is the MAC protocol that is
directly responsible for controlling access to the communicadaptive, including various handshake mechanisms to avoid col-
tion resources. There are seemingly countless MAC protocdisions, monitoring traffic intensity in order to change strategies,
each optimized for specific network conditions. The networks well as many other ad hoc solutions.
designer naturally faces the question: which one to use? EveiYWe propose a principally new approach to create adaptive
if the network conditions are known precisely in advance, trand scalable MAC solutions. Our new approach is based on
answer is very often not easy, due to the large number of com-meta-MAC” protocol framework that implementshégher
peting protocols. In most cases, however, the designer doeslager of adaptivity, on top of the existing MAC protocols.
even know the exact network conditions and/or has to assufsiecifically, we introduce a method systematicallyand au-
that they may change during operation, usually with limite@maticallycombine any set of existing protocols into a single
predictability. For example, in mobile multihop networks, th&1AC protocol such that the resulting combined protocol has
topology changes frequently, due to node movement. But evgiovable optimality properties. Thus, we assume that a number
in a fixed and fully connected network, the traffic pattern ca@f existing MAC protocols are available asmponentat each
be very unpredictable and unstable. node in the network, and that our meta-MAC protocol works on
The usual approach to handle unknown or changing conti¥p of them (see Fig. 1), optimally combining their individual
tions in most MAC protocols is to include some kindaafap- transmission decisions into a final decision at the node each
tivity in order to adjust the operation to the actual network condime when such a decision has to be made. Then, according
tions. There are numerous ways known to make MAC protocdf® the local network feedback information, the combination
is updated. The resulting combination may not be identical at
. . _ each node of the network; this depends on whether or not each
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properties. Each component may be a good candidate for amedeling assumptions [1]. The existence of stable protocols
tain situations. For example, a contention protocol is good for this setting also depends on the type of feedback available
low loads, due to its low delay, while a TDMA protocol is defrom the channel and on how the user population is modeled.
sirable for high loads, as it avoids the breakdown induced Br acknowledgment-based protocols, a large class of backoff
too many collisions. Then the meta-protocol will automaticallgchemes, including polynomial backbffs unstable [10]. In
find combined decisions that dynamically represent the “best@dntrast to this, for finite user population, any superlinear poly-
the team,” under the actual network conditions, without havimgpmial backoff protocol has been proven stable, while BEB still
to know in advance which of the conditions will actually occuremains unstable above a certain arrival rate [7]. Thus, it is far
and how they will change. Moreover, the optimization runs Idrom trivial to find the best combination.
cally without any centralized control or any message exchangesln [12], a learning automata based random access protocol for
Thus, what we presenti®tjust another MAC protocol. On the WDM passive star networks is introduced to optimize the trans-
contrary, itis a methodology that allows thptimal aggregation mission probability of each wavelength. This work is related
of several existing protocols in a unique, scalable way, so thatour meta-protocol approach that we present in the next sec-
they complement each other and result in an overall increasdion; however, it solves only one specific parameter optimization
network efficiency. problem. Our approach is far more general and applicable to any
Our proposed combination principle is practical to implememietwork that has a broadcast channel as the basis of communi-
even in a mobile multihop wireless environment, which is nocation.
mally considered a difficult scenario, due to the lack of full con- In mobile multihop networksspatial reuseTDMA proto-
nectivity. For example, the radios in Raytheon Systems ASPEMNIs can adapt by periodically reassigning time slots and frame
project [16] have the capability to simultaneously load multiplengths (see, among many others, [6] and [17]). In these pro-
MAC protocols and the ability to switch protocols and tune pdecols, the nodes alternate between a contention and a TDMA
rameters on the fly. Our meta-protocol has very low complexitgrotocol. The contention protocol is used by the nodes to create
lending itself to implementation in hardware. In light of the perFDMA schedules. Once the schedules are fixed, the operation
formance gains that the meta-protocol achieves, we believe gvgdtches over to the TDMA protocol. When node mobility re-
changes to the network equipment are both justified and praeHts in a topology change, the contention protocol runs again.
tical to implement. Another way of combining protocols is based on nodes
The rest of this paper is organized as follows. In Section |l weonitoring the traffic intensity of the medium locally, e.g., by
overview some precursors of protocol combination, includingpunting the number of idle slots in a frame. This measurement
dynamic parameter optimization as a simple form. Section kkn be used to determine the rate at which a node can transmit
describes our systematic meta-MAC protocol framework amackets [9], trigger the node to switch protocols in the next
what claims can be made regarding its optimality. For clear prigame [2], or otherwise decide to have nodes contend in some
sentation of the fundamental principle, in this paper we restrigibts [11].
ourselves to slotted time and assume that perfect feedback i8 more explicit example of protocol combination is the idea
available at the end of each slot. In Section IV some examplefsprotocol threading first used with TSMA protocols in mo-
of the principle for LANs and multihop networks are describedhile multihop networks [4]. In this approach, several different
supported by simulation results. We also illustrate how the priliSMA protocol frames are interleaved on a time sharing basis
ciple can be used to optimize protocol parameters. Sectiontd/obtain athreaded TSM#Arotocol. In this solution, the trans-
concludes the paper. mission rights are assigned in different time slots according to
different TSMA protocols in a cyclically repeated way, realizing
atime sharing that yields a combined protocol with unique prop-
erties [4]. The advantage of this combination is that the compo-
There are many examples of MAC protocols being combinégnt TSMA protocols are optimized for different densities of
together to enhance adaptivity and performance. The comtsie topology, and the threaded protocol can handle all situations
nation in these protocols, however, is done ina@hhocway Without knowing in advance which one will occur.
without systematic optimization. Sometimes, the combination Another approach to combining protocols is the ADAPT pro-
is “hidden,” i.e., without explicitly referring to component pro-tocol of [5] where, in principle, any allocation protocol can be
tocols. One such family of examples is thgersistent slotted combined with any contention protocol, such that the allocation
Aloha protocols where in each slot, whenever there is a pack&gtocol provides guaranteed access, while the contention pro-
in the queue, the probability of transmission is a congtamle-  tocol utilizes the unused slots to enhance performance.
pendently for each slot. If we dynamically change the value of
pin any way, e.g., with binary exponential backoff (BEB), then lll. THE META-MAC PROTOCOL
essentially we combine differeptpersistent slotted Aloha pro-
tocols that differ in theip values. Thus, in each slot we decidveﬁ

to use one of these component protocols, namely the one tocol. The meta-MAC protocol is completely general in the

the appropriate. . : . sense that it can be applied in any network that has a broadcast
In the above example, it is not an easy question which is

the best way of adlUS“nq the retransmission probabilities. It ISiThe backoff interval grows according to a polynomial function rather than
proven that BEB results in an unstable protocol under certaimexponential function.

Il. PRECURSORS OFPROTOCOL COMBINATION

In this section we propose a systematic and automatic
rinciple to combine MAC protocols via a specific meta-MAC
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Fig. 2. Operation of the meta-MAC protocol.

channel as the basis of communication, and it can run on tdp , = 0.7 means tha#; would transmit with probability 0.7

of any set of component protocols. For ease of presentatiamslot ¢. No assumptions about how each component protocol
we restrict our attention to slotted time and assume that perfegaches its decision are made—this is completely arbitrary.
feedback is available at the end of a slot. The actual way ofThe meta-protocol is an algorithm that rulegally at each
computing the combined transmission decision in each timede and combines the component decisibps, 1 <¢ < M,

slot is based on a weighted combination of the individuéb produce a combined resul?, which is again a number in
decisions of the component protocols, with rounding th@, 1], with the same interpretation d3; ,. The final binary
weighted average at the end to obtain a binary decision, usihegisionD, € {0, 1} is derived fromD, by drawing a random
randomization. The weights are then appropriately adjustbohary value that takes the value 1 with probabiliy and the
after each slot, based on the continuously updated “credélue O with probabilityl — D;,.

history” of the individually running component protocols using Remark: We could roundD, deterministically to 0 or 1, but
local network feedback information. We call the method thihis would result in poorer performance when the value happens
randomized weighted majority (RWM) meta-MAW@otocol. tofall often around the middle of the interval [0, 1]. For example,
After introducing the method, we prove that it optimizes th# D, = 0.51 holds over a long sequence of slots, then deter-
performance of the combination, in a sense precisely defingihistic rounding would result in transmissionareryslot, ex-
later. Although the simple and practical combination principleluding success if there is a conflicting node that also wants to
has long been known in a number of fields, e.g., in artificiatansmit. On the other hand, in this example, random rounding
intelligence and computational learning theory (see, e.g., [8fenerates transmissions in about 51% of the slots randomly, still
from which we use mathematical results for the proof dallowing a chance for success.

optimality), nevertheless, to the best of our knowledge, it is The value ofD;, is computed as a function of the weighted

fundamentally new in the context of MAC protocols. average of the); , values:
A. The Basic Model Iy
As Fig. 2 shows, at any given nodd/ MAC protocols > wiy Diy
Py, ..., Py have been selected to be combidedhe final D, = | =t )
decision whether or not to transmit at a given time is reached b M '
by appropriately combining the proposed decisions of the Zwi,t
=1

component protocols.

Each protocoF; runs locally and in each sléproduces a de-
cisionD; ;, 1 <4 < M,whereD, , = lisinterpreted to mean
that 2 would transmit in slot andD; » = 0 is interpreted to

The function ' can be chosen in several ways. One simple
choice isF(z) = «, that is,D; is made equal to the weighted
average of theD; ;. Another choice is a step function, which

mean thaf’; would not transmit in slot. We also allow interme- . )
. . ... _rounds the result to 0 or 1 depending on whether the weighted
diate value®) < D; , < 1 that are interpreted as probabilities . .
y verage is below 0.5 or not. It turns out, as shown in the next

to account for protocols that use randomization. For example g S . . S
P IOsubsectlon, that optimality is achieved by a function that is in

between these two choices. This function linearly grows from 0
2)f is unrelated to the number of network nodes. to linaninterval(1/2) — ¢, (1/2) + ] and itis truncated to 0
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and 1 before and after the interval, respectively. Formé&l(y;) known at the end of the slot. Using, the weights are updated

is defined as according to the following simple exponential rule:
0 |f$< %—C Wi 41 :w%t.einlDi,t*Ztl' (3)
— 1 1 il 1 . . . . .
Flr)={ 3. (z—3+¢) if5-—c<a<s+ec (O 7his weight update rule has an appealing interpretation. The
1 if ¢ > % +c. term|D; . — #| in the exponent represents the deviation of pro-

tocol ¢ from the correct decision. If this deviation is zero, then

The parameter: depends on another parameter> 0 that the weight of?; remains unchanged. Otherwise it decreases the
controls the update of the weights. The following dependenggight of P, such that with increasing deviation (i.e., errors)
makes it possible to prove the optimality:= (1/2) - [(1 + the decrement grows. This means, due to the normalization in
eM/(1—e )] 1n[2/(1+ e 7)]y. (1), that after each slot the relative weight of those protocols

The meta-MAC protocol maintains the weights used in (1jhat made a correct decision will grow, while those which made
The positive numbei; . is the weight of protocal’; for slott.  a mistake will lose relative weight. In this way, the weights es-
At the end of each slot, the weights are updated using the logahtially reflect the “credit history” of the component protocols.
network feedback. The constant; > 0 controls how fast the weights can change.

Let us remark that, in general, the feedback that is availableNote that the direct use of (3) can cause underflow in the
for a MAC protocol can have a serious impact on the perforumber representation, since the weights decrease exponen-
mance. For example, in slotted Aloha type protocols, a commagally, but never grow. This problem is easily solved in practice,
feedback model is theernary feedbackhat allows the user to by renormalizing the weights after each update. One can
know whether a successful transmission occurred, a collisiao set a minimum value below which no weight can drop.
occurred, or the channel remained idle in the slot. An interestiRgnormalization does not change thalative sizes of the
consequence of this is that for a fully connected network witheights, and since they are only used in a normalized way in
infinite user population, no such protocol can achieve an averaggmputing the combined valug, by (1), therefore, only their
throughput of more than 0.568 packets/slot, no matter what kirglative sizes matter.
of backoff mechanism is used [15]. In contrast to this, with more Having introduced the needed concepts, we now summarize
refined feedback, consisting of the exact number of users tiair meta-MAC protocol.
transmitted in the slot, the throughput can be brought arbitrarily RwM Meta-MAC Protocol:
close to 1 packet/slot, which is the theoretical limit for the fully  |nitialization: set all weights to 1.
connected case [13]. In slot# do:

In our model, in order to maintain general applicability, we

X o « At the beginning of the slot
do not want to restrict ourselves to a specific type of feedback. g ¢

Rath | that h inf fon i labl Compute the component decisiabg ¢, ..., Dy, ¢
ather, we only assume that enougn Iinformation 1S available If there is no packet in the queue, then ggt= 0 else
from which the meta-protocol can conclude (or estimatdhe
- . compute
end of the slowhether the decision for the slot was right or
wrong. We call thiscorrectness feedbachknd it can be realis- M
tically obtained in many cases. For example, from the ternary Zwi,t D; ¢
feedback, we can easily conclude whether the decision was cor- D, =F | =t
rect or not: if we decided to transmit and it was successful, then ' M
the decision was right; on the other hand, if a collision occurred, sz t
=1

then it was a wrong decision. If there was a packet in the queue
but we decided not to transmit, then if the channel remained idle, Randomly roundD, to the final binary decisior,
that implies the decision was wrong, since the slot was wasted. according tOPr(Dtl: 1) = D, andPr(D; = 0) _
If the channel did not remain idle, i.e., it was used by at least 1- D,
one other node, then it was a right decision not to transmit. If
the queue was empty, then refraining from transmission was, of
course, right. We do not restrict ourselves regarding how this
correctness feedback is achieved, i.e., from what actual data it
is computed.

Having the above explained correctness feedback, the weight
update algorithm works as follows. Lgt denote the feedback: g Optimality

If D, = 1, then transmit the first packet in the queue,
otherwise refrain from transmission.
* Atthe end of the slotUsing the decisionf)t and the feed-
backy, computez, = Dyy;+(1— D;)(1—1y,) and update
all weights according tev; 11 = w;, ¢ - e~"MPi ==l

Now, having defined the meta-MAC protocol, we prove that
it achieves optimal performance, in a well-defined sense, among
all other possible combinations of the same component proto-
Then the correct decisiofy can be retrospectively computedcols.
asz = Dy + (1 — Dy)(1 — w), thatis,z, = Dy if y, = A key question is how we compare the performance of

1, otherwisez; = 1 — D,. Of course we cannot simply setdifferent combinations of the same component protocols. The
the decision for slot according toz;, sincez, only becomes first thing that may come to mind is to compare the average

_ { 1 if the decision in slot was correct
' 0 if the decision in slot was incorrect.
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throughput per slot. Doing this directly, however, is not reasW = max, C(y) = max,{L(y) — min; L;(y)} where the
alistic, since without any further restrictionfally arbitrary maximum is taken over all possible feedback sequences. Thus,
meta-protocol may use another “built in” MAC protocol and¥V is aguaranteedipper bound on the actual combination loss
this may achieve better throughput than any of the componéat any feedback sequence. In this way, it characterizes how
protocols, so finally the meta-protocol may end up not usirgpod the combination is, and it is natural to look for a protocol
the component decisions at all. In this way, we would hawbat can loweV to the smallest possible value.
to assess the performance all possible MAC protocols, First, we show that the worst-case combination loss can never
which finally would not tell anything about how good is thebe negative for any combination protocol, which is not obvious
combination To avoid such problems and to guarantee th&iom the definition. This implies that the ideal goal can only be
we really compare the possibleombinationsof the same toachievéd = 0. Second, we prove that our RWM meta-MAC
component protocols, using the same feedback, we carefydiptocol in fact achieves the ide®l = 0 value asymptotically,
develop a formal framework for the comparison. so in this sense it is asymptotically optimal amaaly other
In each slott we measure the loss of the meta-protocol byossible protocols that combine the same components with the
the probability that the decision is incorrect, whichis(Dt # same feedback.
z). The way we defined),, D,, andz, implies that the loss  Theorem 1: Let P be any protocol that combines the compo-
probability is equal to the absolute error betwdeénand z;, nent protocols”, ..., Py, in the same framework as RWM,
that is,Pr(Dt # z) = |Dy — z|. Now let¢ = 1,..., T but may arrive at the decision in an arbitrary different way. Let
be a sequence of slots. The per slot loss of the protocol ovlee worst-case combination loss Bfbe Wp. ThenWp > 0
this sequence is measured hy= (Zf:l |Dy — 2¢|)/T. By always holds. Moreover, the RWM protocol is optimal in that
Pr(Dt # z) = |D: — 2], this is the probability of incorrect it asymptotically achieves the optimal 0 lower bound in the
decision, averaged over the slots. In other words, we cah ase following sense: for any > 0 and for any sufficiently large
the (average) probability of wrong decision. For short, we reféime horizonZ’ there exists a choice of the paramegesuch
to this quantity as théossof the protocol. To emphasize thatthat for any feedback sequengeof length I’ the combina-
this loss depends on the feedback sequenee(yy, ..., yr), tion lossC(y) of RWM is less thare. Specifically, if T >
we use the notatiot.(y). Similarly, we can define the loss of [(a/2¢) + \/(a?/e2) + (b/€)]* wherea = /In(M + 1)/2 and
each component protocat; by using the same formulas buth = 2log,(M + 1), thenC(y) < ¢ holds for any feedback se-
distinguished by the indek guencey of lengthZ’ if the appropriate; is used. Consequently,
0 < WgrwMm < € also holds, wheréVgwy1 is the worst-case
) combination loss of the RWM meta-MAC protocol.
Z | Di,e — 2| Proof: See the Appendix.
t=1 A few comments are pertinent here concerning the statement
T of Theorem 1. In the worst case, ho combination protocol in the

Now we can measure the quality of tbembinatiorby mea- considered setting can outperform the best component protocol.
suring how much loss is due purely to the meta-protocol. THi&f course, we do not know in advance which component pro-
is obtained by Comparing the loss of the combined protoc@CO' is best for the actual Situation, SO we cannot Slmply run
to the loss of the best component protocol. To this end, \i@at protocol and ignore the rest. The RWM protocol asymptot-
define thecombination losdy C(y) = L(y) — min, L;(y). ically achieves this best possible performance, i.e., the resulting
The meaning of this is even clearer if, by rearranging, we writess automatically approaches the loss of the component pro-
L(y) = min; L,(y) + C(y) which shows that the combinationtocol that is the best for the actual sequence, even though nei-
loss is really the additional loss incurred over the best comp#er the sequence nor the identity of the best component pro-
nent protocol, due to the combination.@f(y) < 0, then the tocolis known in advance. Moreover, the asymptotic optimality
combination results in actual improvement over the best co@RWM is achieved without fully using the history of earlier de-
ponent protocol. I0(y) = 0, or C(y) > 0, but small, then we Cision and feedback values. The history is used only in a simple
do not improve over the best component, but at least achieve?d#l very “condensed” way, via the weights .. The decision
approximate its performance. This is still remarkable, since vi@also made by a simple rule. Although the theorem allows ar-
do not know in advance which is the best protocol. bitrarily complicated algorithms foP, it is interesting to note

We capture the concept of optimal combination by |ookin§1at additional complexity cannot further improve the quality in
for the meta-protocol that minimizes the combination loss. Thige stated sense.
is quite natural, since once the component protocols are given, -
the value ofinin; L;(y) is a constant for a giveg, so minimum C- Faimess, Stability, and Convergence
overall loss is achieved for the givenif the combination loss  Fairness, both short term and long term, are important proper-
is minimized. ties of a MAC protocol. In some sense, the meta-MAC protocol

Of course, all the above values depend on the feedback $eherits” the fairness properties of its components, and, in par-
guencey that represents the behavior of the rest of the ndteular, the current best protocol for the network conditions. The
work. Since we neither know this sequence in advance nor geta-protocol has its own fairness properties and the character-
we have anya priori probability distribution over the possibleization of its fairness remains to be completed.
feedback sequences, therefore, we measure the performance bf the experiments that follow, we only considered a network
the meta-protocol by therorst-case combination losdefined load that was uniformly distributed over the entire network. In

Li(y) =
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order to understand the stability of the combination principl 1%
and how fast the method converges, we need to consider nont  ¢o}  Meta —
form dynamic load conditions in our simulations. While it is S-Aloha - —-
clear that the larger the valuemthe more rapidly the meta-pro- %[ Toma .-
tocol adapts to the feedback, it is still not well understood how% 2oL 8023(100) - —-—
will interact under nonuniform load, noisy channels, and oth& 802.3 (500) - - -

'_ ,,,,,,,,,,,,,,,,,,,,,

similar network characteristics. 3 s LT
o
% 50t |
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IV. EXAMPLES OF THEMETA-MAC PrROTOCOL 8 ol o]

=
=

A. Examples of Protocol Combination 201

1) Combining Slotted Aloha and TDMA in a LANo see  '°f
how our meta-MAC protocol combines the advantages of tv [~ . . . . .

H 0 0.2 04 0.6 0.8 1
complementary approaches in LANs, we selected a slott Arrival Rate [pkts/packet timé]
Aloha protocol and a TDMA protocol, and compare our results
to IEEE 802.3 [14]. Fig. 3. Throughput, as a function of network load.

Using a discrete event simulator, we modeled a 10 Mbits/s
LAN with N = 100 nodes. Network traffic was introduced ac- 3% ' ' ' ' '
cording to a Poisson arrival process with a meah packets per ]

slot uniformly distributed among the nodes, with fixed lengt 3soo e

packets of 100 and 500 bytes. The meta-protocol used the ve / Meta E—

of » = 1 in updating the weights at the end of a slot, and pe_ sl | S-Aloha  --- _
fect channel feedback was assumed. Each data point represfé ' TDMA ...

an average of many simulation runs, each of which simulat$ s00k 802.3 (100) —-—

600 s real time achieving a confidence interval of over 90%. & 802.3 (500) - - -

The slotted Aloha protocol we used is stable [8]: if a givegf
slotis idle (has a collision) then the node multiplies (divides) ilg
transmission probability by a constap{we used; = 2). The 2
main difference between this backoff mechanism and binary €
ponential backoff (BEB) is that the backoff interval is not rese
to one on a successful transmission. In each slot, the proto %
returns a decision representing its transmission probability.

We used a simple TDMA protocol with a frame length o s Y VR 03 :
N = 100. Each node has a unique identifigrl < ¢ < N, Arrival Rate [pkis/packet time]
which is used as its assigned slot in the frame. For npotlee
protocol returns a binary decision depending on whether or At
it is 4’s assigned transmission slot.

A main difference between IEEE 802.3, the component prthe meta-MAC curve at low and middle loads, at high loads it
tocols and the resulting meta-protocol is that 802.3 uses an as§teps behind and remains constant.
chronous approach with collision detection to transmit variable Fig. 4 shows that at low load, the delay of the meta-pro-
length packets. Since the packet length for the meta-protocotdsol corresponds to the delay of slotted Aloha; and as load
fixed, we simplified our simulation of 802.3 to use fixed sizéncreases, its delay corresponds to that of TDMA. The small
packets too. Our simulation results for meta-MAC, TDMA, antovershoot” in Figs. 4 and 5 for the meta-protocol occurs at the
slotted Aloha did not differ significantly for 100 and 500 bytesnetwork load at which the weights of the component protocolsiin
thus, for those protocols, we only show results for one packie meta-protocol are switching from slotted Aloha to TDMA.
size. Fig. 6 captures how the meta-protocol shifts its reliance on each

For the considered protocols, we measured the averdjetocol as the load conditions in the LAN change. As can be
number of successful packet transmissions per secopeserved, 802.3 outperforms the meta-protocol at the middle
(throughput or, equivalently, channel utilization), and th¥ads. Atlow and high loads, our meta-MAC has similar delay
average time necessary to successfully access the channel ¢ft@sacteristics or even outperforms 802.3.
access delay). Thus, when combining protocols of different types, this ex-

Fig. 3 shows that at low loads the throughput of slotted Aloh@MPle shows that the meta-protocol is able to automatically ad-
TDMA, and the meta-protocol are all the same, almost matchifpt to the best protocol for the current network conditions. We
the arrival rate. As the load increases, the meta-protocol traCkSaozs does not break down since the number of nodes is 100 and the min-
the throughput of TDMA consistently. Although 802.3 followsmum backoff probability i21°.
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4. Access delay, as a function of network load.
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combination of carrier sensing and collision-avoidance hand-
shakes. While the protocol has two methods of determining
channel access rights, we only implement thigtributed co-
ordination functionbecause of the distributed nature of mobile
multihop networks.

Using a discrete event simulator, we modeled a mobile mul-
tihop network consisting aV = 32 nodes operating in a two-
dimensional plane. Each simulated node was equipped with a
wireless radio device capable of transmitting at a data rate of
10 Mbits/s to a distance of 300 m. For simplification, all commu-
nication was assumed to have taken place on a single channel,
and a free-space propagation model was employed without cap-
ture.

Node movement was simulated using a random graph model
in which the network connectivity was represented as an undi-
rected graplt? = (V, E), whereV is the set of nodes anfl is
the set of wireless links. Two nodesndj are neighbors (i.e.,
can directly communicate with one another) if there is an edge
(¢, ) € E. This model was used because we were able to create
a connected topology with controlled node density. Movement
was simulated by creating a new random graph every 2 s. While
each node does not have perfect knowledge of the topology, it

also see that under certain circumstances, the meta-MAC piioes have perfect knowledge of its neighbors.
tocol can outperform a CSMA/CD based protocol even without Network traffic was generated according to a Poisson arrival
the powerful features of carrier sensing and collision detectigorocess with a mean of packets per second, and uniformly
2) Combining Slotted Aloha and TDMA in a Mobile Muldistributed among the operating nodes. Each packet contained a
tihop Network: In this subsection, we adapt the meta-protocglayload of 2048 bytes of data, and was addressed to a random
from the previous section to operate in a mobile multihopeighbor.
wireless network, and compare its performance to that of IEEEDue to space limitations, we are only able to show results
802.11 [18]. Moreover, we also consider the effects of noidgr low node degrees. Each data point represents an average of
feedback.
Obtaining channel feedback in a mobile multihop network sulting in a confidence interval of over 90%. Figs. 7 and 8 show
more difficult than in a LAN. Because of hidden terminals, ththe performance of the meta-MAC and 802.11 protocols using
outcome is not always clear. As well, collision detection cannatperfect channel model. Figs. 9 and 10 show the performance
be used in a wireless environment since a wireless node canofdboth protocols using a channel model which accommodates
transmit and receive simultaneously. Consequently, we enlargetit error rate parameter ¢f = 10~6, while Figs. 11 and 12
the slot to accommodate a 32-byte acknowledgment packetctumpare the throughput delay characteristics of the perfect and
provide explicit feedback after a packet reception. The absenwasy channel.
of an acknowledgment is interpreted as a collision.
The IEEE 802.11 protocol is a pure contention protocol ifwhich has a maximum throughput of 610 packets/s and a
which the nodes directly compete for channel access usingnaximum average access delay of 0.052 s) with low traffic

several simulation runs, each of which lasted 300 s real time, re-

As expected, the meta-protocol outperforms pure TDMA
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load or nodal degree (see Figs. 7 and 8). When the averen=;
nodal degree is greater than 4, the throughput performar
of the meta-protocol is better than that of the IEEE 802.1
protocol due to the control packet overhead and time neec
for collision resolution. On the other hand, the access delay._

the meta-protocol is always greater than that of IEEE 802.
because the meta-protocol must wait until the beginning ofg

y [se

a

slot to send a packeétThus, the performance gap between thg
meta-protocol and the IEEE 802.11 protocol will be reduced <
a more realistic simulation environment.

Comparing Figs. 7 and 8 to Figs. 9 and 10, we can clearly s
that the presence of noise in the channel has a much greater
pact on the performance of the meta-protocol than that of IEE
802.11. Thisis especially true at the lower average nodal degre . .

when good channel feedback is critical to the success of tpe
slotted Aloha component protocol. Since there is an increa
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number of lost packets and acknowledgments, the slotted Aloha
component protocol has degraded performance. The effect of o
the noisy channel is mitigated when the nodal degree is higtfer EXamples of Parameter Optimization

since the TDMA component protocol only returns a positive While the meta-protocol can combine arbitrary different pro-

transmission decision once per frame.

achieve a synchronous protocol.

1 |
1200 1400 1600

12. Throughput-delay characteristics for noisy channel (average node

tocols, it can also combine the same protocol but using different
parameters, e.g., TDMA protocols with different frame lengths,

40ur simulations did not take into account the additional overhead needecpt()p'perSiSt_em slotted Aloha pr(?tOCOlS with diﬁere_nt values of
p, etc. In this way, our aggregation approach provides a way to
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| " Arrival Rate [pKis/slot] | Figs. 13—15 show the results. What is interesting is that the

meta-protocol outperforms the stable slotted Aloha protocol.
Fig. 14. Access delay, when optimizipgpersistent slotted Alohain a LAN. The reason is that the transmission probability of the stable
slotted Aloha protocol is limited to powers of 1/2 for its trans-
automaticallyoptimize critical protocol parameters. In this submission probability. Specifically, this protocol “jumps” between
section we investigate the application of the combination priprobabilities1/2* and1/2*+! that bracket the optimal trans-
ciple to parameter optimization. mission probabilityp,,:, 1/2% < poye < 1/2%+L for the cur-
1) Optimizingp in p-Persistent Slotted Aloha in LANdn rent slot. In contrast, the meta-protocol can actually converge to
this example, we combing-persistent slotted Aloha protocols,p,,;, which gives rise to its improved performance.
each of which differs only in its transmission probabilityA Thus the meta protocol dynamically adjusts its transmission
p-persistent protocol does not have a backoff mechanism; it grobability automatically according to the network conditions.
lies solely on its transmission probabilityto decide in which ~ 2) Optimizing TDMA Schedules in a Static Multihop Net-

slot to transmit next. work: We give another example of the combination principle
At high load, when all nodes always have packets to serfdr parameter optimization in a static (i.e., not mobile) mul-
the probability of a successful transmission is giverpbyl —  tihop network combining protocols of the same type with dif-

p)N L. The value ofy for optimal throughputip = 1/N, i.e., ferent parameters. A discrete event simulator was used to imple-
the numberV/ of component protocols should B¢ > log(/N). ment the meta-protocol built on a static multihop network with
For our N = 100 node LAN with the same simulation param-N = 32 nodes. For our experiment, Fig. 16 shows the static
eters as in Section 1V-A-1, we combidd = 15 p-persistent network used. Here, the small circles represent nodes (with the
Aloha protocols where protocé; has transmission probability given node identifier) and the lines connecting the circles rep-
p; = 27,5 =1,..., M. At each node, each protocol’;, resent bidirectional wireless links. The large circles represent
Jj=1,..., M, returns a decisio®; ,, 0 < D; , = p; < 1, fully connected subnetworks of size 6 and 18, involving nodes
representing its transmission probability. 8-13 and 14-31, respectively.
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TABLE |
FRAME LENGTH AND SLOT ASSIGNMENTSMADE BY THE META-MAC PROTOCOL

Node 0 /1 (2 |3 |4 |5 |6 |7 8 |9 |10]11|12]|13|14 15
Frame Size 4 4 (4 (4 |4 (4 |4 (4 (8 |8 |8 |8 8 |8 |16]32
3
1

Slot Assignment || 2 O (1 |23 (0 (2 |5 |1 (2 |6 (4 |0 |3 (22
Node 16 |17 |18 | 192021 (22|23 24 |25|26|27{28|29]|30)31
Frame Size 32132 163232161616 132|16|32|32|32|16|32 |32
Slot Assignment | 21 |17 12 |[19|5 |13 15|7 (10|14 |1 |9 25|11 2726

In this experiment, we use schedules with lengths that ahés optimization is automatic and runs entirely locally, i.e., it
powers of two. This is essential since neighborhoods or neiglequires no centralized control nor any message passing, using
boring nodes using different frame lengths must interwork wittnly local network feedback information. We have outlined
each other resulting in a nonconflicting schedule. Thus, tiige method, and proved that the resulting meta-MAC protocol
frames must be capable of being embedded in one anotheratbieves optimal performance. Through extensive simulation
ensure that there is at least one schedule for each node, we hetle different types of networks and component MAC pro-
to take the worst-case bound of a simple global TDMA antbcols, we have shown the effectiveness of our combination
usem = [log, N] different TDMA frame lengths{T; = 2}, principle in a wide variety of situations.
wherel < j < m. For each such TDMA frame length;,
there are2’ distinct schedules, each with a transmission right APPENDIX A
in a different slot. Thus, at each nodgethere are a total of

X Proof of Theorem 1:First we show thai¥» > 0 holds for
M=3"2 = 2m+l _ 1 component TDMA protocols. L=

- . | ny meta-protocoP satisfying the conditions of the theorem.
Initially, each node is assigned all slots from each lengff t P; be one of the component protocols. Since we consider

TDMA schedule, i.e., the weights for alt" — 1 protocols_ the worst case with respect to the feedback sequgnee can
are the same. The meta-protocol reaches a nonconfllctlél?;ooSe a “malicious” feedback sequence. Sincand = are
schedule if during the run at each node there is one (a_md o§ hnected via, = Dyye + (1 — Di)(1 — ), and D, is al-
one) TDMA prqtocol with an assigned norma}llzed weight 0eady decided at the beginning of the slot, independently of the
almost one. 'I.'h|s' means that all protocol weights exceptlo dbacky,, then by choosing the value gf, we can controk,
must be m_ﬁmtesmal. The TDMA component protocql Wltharbitrarily. So, let us set; such thatz; takes the value
the normalized weight of approximately 1 will determine the
frame length and assignment for the given node. o = 1 if Dy < Dy

Some simple modular arithmetic on the frame size together 10 if Dy > Dy
with a slot countet can be used to determine the decisions
the individual protocaols, i.e., at each nogeach protocol’;,
returns a binary decisio®; ; = 1 or D; , = 0 representing
whether or not the current sléts assigned teé by ;.

Table | shows, for each node in the network, the TDM
frame size and slot assignment in that frame size to whi
the meta-protocol converged. The meta-protocol converged
frame lengths that were very close to optimal with no conflicts
in the slot assignment. Since there are 18 nodes in the one Al
connected subnetwork, it is expected that some nodes must
assigned a frame size of 32 rather than 16. a

Thus, by combining TDMA protocols with different frame

0IIhis ensures|D, — z| > |Di,+ — =/, which implies
L(y) — Li(y) > 0 for this particulary. If L,(y) is replaced
by min; L;(y) < L4(y), then this term can only decrease, so
he difference inL(y) — L1(y) can only grow. Thus, we have
é;‘(y) = L(y) — min; L;(y) > 0 for this chosery. Maximizing
h respect tay can again only increase the value, so we have
p = max, C(y) = max,{L(y) — min; L;(y)} > 0, which
ves the first claim of the theorem.
pow we show that the RWM protocol asymptotically
chieves the 0 lower bound, which proves its (asymptotic)
optimality. This requires, however, a complicated proof, using

sizes in a static network, the meta-protocol automatically coffiethods that have been used in a prediction model in the

verged to a near optimal frame size to match each node’s Cgﬁ_ntext of computational learning t_heory by Ce_sa-B|armh|
al. [3]. To help understand the main concept, first we show

nectivity in the static multihop network. Moreover, a nonconﬁ ' h f ks f implified " and after that
flicting slot assignment was made. ow the proof works for a simplified case; and after that, we
consider the general case.

Thus, let us consider first the following simplified case. As-
sume that each component decision, can only be 0 or 1, that

This paper presented a systematic and automatic methodstantermediate values are not allowed. Further, let the combined
combine any set of existing MAC protocols into a single highatecision be simply the weighted majority of the component de-
layer, ormetaMAC protocol. This approach guarantees thatisions (i.e., deterministic rounding). L8t denote the sum of
the overall performance of the meta-MAC protocol matcheéke weights in slot: S; = Ei‘il w; +. Let R, be the set of those
the performance of the best component protocol for the currexdmponent protocols which made the right decision in slot
network conditions. This optimization is achieved withouthat is,R; = {i|D; + = =} and settl; ; = |D; ; — 2. Thus,
knowing,a priori, which component protocol performs the besk; . is the error indicator: since no®; , € {0, 1}, therefore,
in potentially highly dynamic network conditions. Moreoverit takes the value 1 if protocélmade the wrong decision in slot

V. CONCLUSION
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t and O otherwise. Now let us consider the sum of the weigh{g(ln M /T) + (log, M/2T), which implies W =
in slott + 1, after the update. According to our update rule, wax, (L(y) — min; L;(y)) < /(InM/T) + (log, M/2T).
havesS 11 = > 00 wiv41 = Yoimy wi ¢ -e "Fit. This canbe Given that}M is a constant, these inequalities imply that for
decomposed into two sums: one for those component protocais/y, C(y) — 0 and, consequently¥’ — 0 holds asl" — .
that made the right decision in slo{Z; ; = 0), and one for ~ Now recall that this was a simplified case to show the prin-
those that made a mistak&,(; = 1). Using thate=7E. be- ciple of the proof. This simplified case does not cover the ac-
comes 1 oe~" for E; , = 0 or 1, respectively, we have tual algorithm, since we excluded intermediate valuesipg,
ignored the randomization (thus allowed only 0-1 valued loss)
did not use the function (2) as well as the relationship of the pa-
Siy1 = Z Wit + Z w, ¢ | e (4)  rametere of the function withy. These are needed for the gen-
PER, igR, eral proof, which is substantially more complex. Fortunately,
0r1r9wever, we can use the results of [3], since our model can be
x%ctly mapped into their model. In [3] a prediction model is
considered in which/ “experts” predict a sequence of events
with binary outcomes over time and these predictions are com-
b&ned into a final prediction via a weighted combination, where
. ) the weights are updated the same way as in the meta-MAC pro-
bounded from above by the value when the sum o5, is the tocol. (Variants of such prediction models are used, for example,

smallgst posglblerg|.eit/ 2) ?r;]d then trr:e o;[_hhgr sumis alip/ 2r'] to capture the situation when an investor wants to predict stock
since .'t c_ontglnst € reSt(.) the weights. This may not be the g o trends, using expert advice.) Our meta-MAC protocol
tual distribution, but in this way we surely get an upper bou

. ) ) n be directly and exactly mapped in the prediction model, by
on the right-hand side of (4). Thus, we have that if the meta-prigr ntifying the component protocols with the experts and the
tocolmade anerrorinslofthenS, 1 < (5:/2)+(5:/2)e™ = feedback sequence with the outcome sequence in the predic-
S¢((1 + e~")/2). Consider now the case when the meta-pPrefon model, allocating one slot for each event. The prediction
tocol makesk: errors over a slot sequence of lengthSince, qde| allows a class of functions for use in the combination for-
according to the update rule, the weights can never grow agghia (1), including our piecewise linear, sigmoid-type function
whenever the meta-protocol efsdecreases at least byafactO(Z)_ The prediction model uses a parameten the algorithm,

of (1 +e~")/2, therefore, aftek errorsS; has to decrease atyhich can be directly mapped into ogparameter bys = ¢~

least by theith power of the factor, so at the end of the slot sp, this way we can directly apply the following theorem from
quence we havér < So((1+e~")/2)*. Taking into account [3] for the general case (reformulated with our notation): Let

Consider now the case when the meta-protocol made the wr
decision in slott. Then at least half of the total weight ha
to be on the wrong side, yieldiny, R, Wit 2 S¢/2 and
ZieRt w; ¢ < S¢/2. Since fori ¢ R, the weight is multiplied
by a factor less than 1, therefore, the right-hand side of (4)

that the initial weight sum i, = M, we obtain y = (y1, ..., yr) be any sequence of outcomes of events. Fur-
oK ther, letX(y) be the accumulated absolute error of the combined

Sr <M <1 te ) ] (5) prediction. Similarly, let;(y), i =1, ..., M, be the accumu-

2 lated absolute error of thgh expert. Ther3(= ¢~ ") can be

Now leti be the index of the component protocol that perfornfd!0S€" such that(y) —min; %;(y) < /(T1In(M +1))/2)+

the best for the given sequence and assume it rMasteors. (bg?_(M +1))/2) holds. _ . :
Then, by the weight update rule, its weight was decredsed. Using the above result, via the mapping between the predic-

times by a factor ok~". Given that initially each weight is 1, tion model and the meta-MAC protocol model, we obtain

we have at the end of the sequenger = e~"*. Since the total C(y) = L(y) — min L; (y)
weight can never be smaller than any individual weight, there- > ¢ 5
fore, Sp > w; 7 must hold. This implies by (5) and; r = = ﬁ — min #

e~ " the following inequality:M (1+e~7)/2)* > e 7. By re- r ‘
arranging this inequality, we obtain the following bound on the o M+ n logy(M +1)
number of meta-protocol errors in terms of the errors made by - 27 2T '
the best component protocol: As this holds for any, it also should hold for the one that max-
imizesC(y) = L(y) — min; L;(y), yielding
I < n In M ©)

¢ .
T In2—In(1+e7) + In2—In(1+e7)

In(M +1) n log,(M + 1)

max{L(y) — miin L;(y} < 5T 5T

Now one can show with lengthy calculations (see [3]) ¥

that if » is chosen asn = —Ing(7/IlnM), where From this we obtain, via solving the inequality
giz) = 1 — 2(y/T+z — 1)/, then the estimation v/((In(M + 1))/2T) + ((logo(M + 1))/2T) < ¢ for T, that

k—¢ < TInM + (log, M/2) can be obtained. Di- C(y) £ Wrwn = maxy{L(y) — min; L;(y)} < ¢ holds,
viding both sides by7 and taking into account thatWwhenever

k/T = L(y),¢/T = L;(y) = min; L;(y), we have - 2

L(y) — min; L;(y) < /(I M/T) + (log, M/2T). Since T> <g Y 9)

the derivation of this bound did not depend on the choice 2¢ e e

of the feedback sequencg then it should hold forany

such sequence, yielding(y) = L(y) — min; L;(y) < wherea = /In(M +1)/2 andb = 2log,(M + 1).
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