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Abstract

Data centers are promising participants in demand re-
sponse programs (i.e., reducing a large electricity de-
mand upon utility’s request), making power grid more
stable and sustainable. In this paper, we focus on en-
abling colocation data center demand response. Colo-
cation is an integral yet unique segment of data cen-
ter industry, where multiple tenants house their server-
s in one shared facility. Nonetheless, differing from
owner-operated data centers (e.g., Google), colocation
data center suffers from “split incentive”: colocation op-
erator desires demand response for financial incentives
but has no control over tenants’ servers, while tenants
who own the servers may not desire demand response
due to lack of incentives. To break “split incentive”, we
propose a first-of-its-kind incentive mechanism, called
iCODE (incentivizing COlocation tenants for DEmand
response), based on reverse auction: tenants, who vol-
untarily submit energy reduction bids to colocation op-
erator, will be financially rewarded if their bids are ac-
cepted. We formally model how each tenant decides its
bids and how colocation operator decides winning bids.
We perform a trace-based simulation to evaluate iCODE.
We show that iCODE can reduce colocation energy con-
sumption by over 50% during demand response periods,
unleashing the potential of colocation demand response.

1 Introduction
Demand response program has been adopted as a nation-
al strategic plan for power grid innovation [12]. In a typ-
ical demand response program, participating customers,
who reduce electricity demands upon requests by utili-
ty/load serving entity (LSE), receive financial compensa-
tion.1 Demand response is also favorably recognized as
an effective market-based mechanism for increasing the
incorporation of renewables into the grid, via the provi-
sioning of economic incentives for reshaping customers’

1A comprehensive survey of various demand response programs
can be found in [3].

real-time electricity demand subject to time-varying sup-
ply availability [16, 40].

Mega-scale data centers are ideal participants in de-
mand response programs and can reduce a large electric-
ity demand upon LSE’s request, because of their huge
yet flexible energy demand [15, 16, 28]. Nonetheless,
the existing efforts [4,5,15,16,28,29] have only focused
on owner-operated data centers (e.g., Google and Ama-
zon), while neglecting another important yet distinctly
different type of data center — colocation data center,
sometimes simply called “colocation” or “colo”. In sharp
contrast with owner-operated data center whose operator
owns and has full control over the servers, colocation is
a multi-tenant facility where multiple tenants put their
own servers in one shared facility while the data center
operator (i.e., facility manager) provides reliable power
supply, cooling, and network access.

What makes colocation demand response challeng-
ing? A major hurdle for colocation demand response
is “split incentive”: while colocation provider may de-
sire demand response for incentives from LSE, its tenants
may not, because tenants are typically charged based on
their subscribed peak power and their bills are not sub-
ject to how much energy they consume or when they con-
sume it [11, 35, 39].2 LSE’s incentive programs are not
directly open to tenants either, since tenants only have
interactions with colocation operator [39]. While coloca-
tion operator may manage the non-IT energy consump-
tion (e.g., cooling) for demand response, such actions
often have limited energy reduction (as corroborated by
real-life field tests [16]) as well as possible detrimental
effects on tenants’ servers, which may not be as robust as
state-of-the-art servers (such as Google’s). Using on-site
diesel generators to offset electricity usage for demand
response is uneconomical for the colocation operator.

How to enable colocation demand response? This

2Energy-based pricing may also also available (especially for large
wholesale tenants), but typically a flat electricity price is used, thereby
making tenants “blind” to demand response opportunities.
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Figure 1: Timing of iCODE in colocation data center.

paper takes the first step to break “split incentive” hurdle
for colcation demand response by properly incentivizing
tenants. Specifically, we propose a first-of-its-kind mar-
ket mechanism based on reverse auction that financially
compensates tenants who are willing to shed their en-
ergy consumption (e.g., by turning off unused servers)
for demand response. The proposed mechanism, called
iCODE (incentivizing COlocation tenants for DEmand
response), is fully voluntary and works in the following
steps, as illustrated in Fig. 1. First, when demand re-
sponse signals/requests are received by colocation oper-
ator and passed down to tenants, tenants can submit bid-
s that include how much energy consumption they are
willing to reduce and how much payment they want to
receive as a compensation. Then, colocation operator se-
lects winning bids that provide large energy reduction yet
ask for reasonable payment, such that the energy reduc-
tion can be maximized while the total payment to the ten-
ants does not exceed that received by the colocation oper-
ator from LSE. Finally, demand response is executed as
planned, and payments are made accordingly. The prac-
tical implementation of iCODE is lightweight, requiring
no manual efforts during execution.

We perform a trace-based simulation study to validate
the effectiveness of iCODE in terms of energy reduction
for demand response. Compared to the baseline case
in which tenants are oblivious to demand response, i-
CODE can successfully incentivize tenants to reduce en-
ergy consumption by more than 50%, demonstrating a
promising potential for colocation demand response.

2 Why colocation demand response?
We show two reasons that motivate our study of coloca-
tion demand response.
• Colocation is an essential and critically importan-

t business model in data center industry, offering a
“halfway” solution for companies that do not want to
build their own data centers or completely outsource their
IT requirements to public cloud providers (e.g., for pri-
vacy concerns). Tenants in colocations include not only
small and medium businesses for which building wholly-

owned data centers is out of the question, but also content
distribution providers (e.g., Akamai) and many of the
top-branded IT companies (e.g., Amazon and Microsoft)
that desire global footprints for their last-mile service la-
tencies. Cloud computing also finds its physical home in
colocations: e.g., medium-scale cloud providers, such as
Salesforce and Box.com, provide their public cloud ser-
vices in colocations, as building self-operated data cen-
ters is still uneconomical for them [34]. It is estimated
that in the U.S. there are over 1,000 colocation data cen-
ters. With the explosive IT demands across all sectors,
many colocation providers are also expanding their data
center space [21], and recent analysis shows that colo-
cation market is expected to grow at a compound annual
growth rate of 11%, reaching US$ 43billion by 2018 [1].

• Colocations are even more suitable than owner-
operated data centers for demand response. First, colo-
cations have huge power demands, and the peak pow-
er demand of colocations in New York region exceeds
400MW (comparable to aggregate demand of Google’s
global data centers) [2, 9, 36]. As noted by a recen-
t Google study [20], “most large data centers are built to
host servers from multiple companies” (i.e., colocations).
Second, even more importantly, many large colocations
are often located in densely-populated metropolitan areas
(e.g., Los Angeles [9]) where demand response is partic-
ularly desired for peak load shaving, whereas mega-scale
owner-operated data centers (e.g., Google) are almost all
located in rural areas with very low population densities
where the need for demand response is less urgent.

3 Incentivizing colocation tenants for
demand response

In this section, we first present an overview of iCODE,
formalize the models for tenants and colocation operator,
and then present the algorithms underlying iCODE (i.e.,
deciding tenants’ bids and deciding winning bids).

3.1 Overview of iCODE

We begin by presenting an overview of the proposed i-
CODE mechanism framework to highlight its founda-
tions and why we choose reverse auction.

Foundations of iCODE

iCODE relies the following foundations.
Technology. Turning unused servers off is one of the

most extensively studied control knobs for energy sav-
ing [20, 25]. While tenants remotely house their server-
s in colocation, switching servers between active and
sleep/off modes can be easily automated without manual
efforts [20]. Thus, “turning off unused servers” without
noticeably affecting tenants’ business is technologically
feasible.
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Economics. Server energy reduction for demand re-
sponse clearly requires cooperation from multiple ten-
ants via non-technological mechanisms. Market knobs,
such as pricing and incentives, have been leveraged to
address various engineering issues [30, 32], and recent
research has shown that owner-operated data centers are
willing to shut down some servers for demand response
incentives [15, 28]. Hence, we take the liberty that the
proposed iCODE is worth investigating and promising
for enabling colocation demand response.

Why reverse auction?

We first note that dynamically pricing energy usage for
demand response, a widely-studied market mechanism
(e.g., in smart grid [32]), may not be as plausible as it
appears in the context of colocation. First, directly “re-
selling” energy and modifying energy price may be sub-
ject to strict government regulations [38]. Second, dy-
namically pricing tenants will implicitly enforce all ten-
ants to face uncertain colocation costs, causing business
reluctance and/or psychological concerns [30, 46]. Fi-
nally, we note that registering tenants to power utility’s
pricing is not feasible either, since tenants cannot plug
their servers into utility’s grid directly [39]; instead, ten-
ants need colocation operator’s combined facility support
(e.g., secured access, reliable power, cooling, network),
not only facility space [18].

We advocate a reverse auction-based incentive mecha-
nism, as illustrated in Fig. 1. By “reverse”, we mean that
in our mechanism, it is not the colocation operator who
proactively offers rewards to tenants for energy reduc-
tion; instead, it is the tenants who, at their own discre-
tion, submit bidding information (including how much
energy reduction and how much payment requested) up-
on receiving a demand response signal. iCODE is “non-
intrusive” and tenants are not enforced for demand re-
sponse or entitled any penalties if they do not participate
in demand response.

3.2 Model

As in [15, 16, 28], we ignore the time index and focus on
one-time demand response, whose duration T is deter-
mined by LSE (e.g., 15 minutes to one hour). Next, we
present the models for tenants and colocation operator.

Tenants

We consider N tenants housing their servers in one colo-
cation. Tenant i owns Mi homogeneous servers, while
a tenant having multiple heterogeneous types of servers
can be viewed as multiple virtual tenants each having ho-
mogeneous servers. Each server belonging to tenant i has
a static/idle power of pi,s, dynamic power pi,d , and ser-
vice rate of µi (measured in terms of the amount of work-
loads that may be processed in a unit time) [25]. During
the demand response period, the workload arrival rate is

denoted by λi which can be predicted to a fairly reason-
able accuracy using, e.g., regression techniques [25, 37].
Our simulation will also investigate the robustness of i-
CODE against inaccurate knowledge of λi.

Server energy reduction. The baseline case is that
tenants do not participate in demand response (e.g., due
to lack of incentives, or even not knowing the demand
response requests). In this case, all servers are active and
workloads are evenly distributed across servers for opti-
mized performance. Thus, the average power consump-
tion of tenant i’s servers is pi = Mi ·

[
pi,s + pi,d · λi

Mi·µi

]
=

Mi · pi,s + pi,d · λi
µi

, where λi
Mi·µi

is the server utilization.
If tenant i decides to participate in demand response

by turning off mi ≥ 0 servers, then its average power will
be p′i = (Mi − mi) · pi,s + pi,d · λi

µi
. Hence, energy/load

reduction by tenant i will be

∆ei(mi) = (pi − p′i) ·T = mi · pi,s ·T, (1)

where pi,s is the static power and T is the demand re-
sponse duration.

Tenant cost. Turning off some servers will result
in “costs”. As an example, we consider switching cost
and delay cost [25], while other costs (e.g., management
costs) can also be factored in.

Switching cost: Turning servers into sleep/off mod-
e and bringing them back to normal operation incur
switching/toggling costs, such as wear-and-tear [25]. We
denote tenant i’s switching cost for one server by αi
(quantified in monetary units), and thus the total switch-
ing cost for tenant i is αi ·mi.

Delay cost: We model the workload serving process at
each server as an M/M/1 queue. Thus, the average delay
for tenant i’s workload is 1

µi−
λi

Mi−mi

. The queueing model

has been widely used as an analytic vehicle to provide
a reasonable approximation for the actual service pro-
cess [13, 27]. Note further that delay cost is incurred
only when the average delay exceeds a soft threshold
di,th: further reducing delay below the threshold makes
no difference to human perception, and hence incurs
no performance penalty. A large soft delay threshold
means the tenant’s workloads are more delay-tolerant.
Next, we can express the total delay cost as di(mi) =

λi ·

[
1

µi−
λi

Mi−mi

−di,th

]+
, where [ · ]+ = max{0, ·}.

Colocation operator

Colocation operator provides reliable cooling and pow-
er supplies to tenants. Here, we capture the colocation’s
non-IT energy reduction (e.g., cooling, power distribu-
tion, etc.) using the PUE factor γ , which typically ranges
from 1.1 to 2.0 [20]. That is, with a total IT energy re-
duction of ∑i ∆ei by tenants, the facility-level energy re-

3



204  11th International Conference on Autonomic Computing	 USENIX Association

duction will be γ ·∑i ∆ei. To procure a load reduction
from customers (including colocation), LSE announces
a price denoted by q. Thus, the rewards provided by LSE
to colocation operator will be q · γ ·∑i ∆ei.

3.3 Reverse auction in iCODE

Below, we specify these two elements of iCODE, as
highlighted in Fig. 1.

Deciding tenants’ bids. In order to participate in de-
mand response, tenants need to be properly incentivized.
Below, we denote tenant i’s requested payment for turn-
ing off mi servers by

ci(mi) = wi · [αi ·mi +βi ·di(mi)] , (2)

where wi ≥ 1 is referred to as greediness of tenant i,
and βi ≥ 0 converts delay cost to monetary values (i.e.,
the larger βi, the more tenant i cares about its delay
performance) [25]. Tenant i may submit multiple bid-
s (∆ei,ci), each corresponding to one value of mi ≥ 0
(i.e., the number of servers turned off). Moreover, ten-
ant i may only choose to turn off up to m̄i servers such
that the delay performance is still tolerable. For conve-
nience, we denote the set of tenant i’s bids as bi ⊆ Bi =
{(∆ei,ci) |(∆ei(mi),ci(mi)), mi = 0,1, · · · ,Mi −1}, such
that bi only contains valid bids (e.g., those bids satisfying
tenant i’s tolerable delay performance or equivalently, mi
is below a threshold m̄i).

We note that in iCODE, each tenant decides its bid
purely at its own discretion. Tenants may ask for ar-
bitrarily high payments, but doing so is not of tenants’
interests because their bids will be less likely accepted
and tenants will receive less payment without noticeably
improving their delay performance (see Section 4.2).

Deciding winning bids. In our study, we consider the
objective of maximizing the total energy reduction sub-
ject to the constraint that colocation operator does not
need to compensate tenants out of its own pocket. Math-
ematically, the problem of deciding winning bids (DWB)
can be formalized as:

DWB : max
(∆ei,ci),∀i∈I

γ ·∑
i∈I

∆ei (3)

s.t. ∑
i∈I

ci ≤ q · γ ·∑
i∈I

∆ei, (4)

(∆ei,ci) ∈ bi ∪{(0,0)}, ∀ i ∈ I, (5)

where I is the set of tenants who submit their bids to colo-
cation operator, (3) specifies the objective of maximizing
energy reduction, (4) indicates that the total compensa-
tion paid to tenants will not exceed the value received
from the LSE (i.e., colocation operator will not lose prof-
its due to active participation in demand response), and
(5) specifies that colocation operator can only select “en-
ergy reduction, payment” pairs out of the bids submitted

by tenants to honor their requests. We add {(0,0)} in (5)
to indicate that not necessarily all tenants’ energy reduc-
tion requests will be accommodated (e.g., when they ask
for very high payments).

The objective of energy reduction maximization ben-
efits all parties involved: LSE can reduce peak power
supply, tenants receive their requested monetary incen-
tives if their bids are accepted, and colocation operator
can reduce its energy bill and/or seek green certification-
s (e.g., LEED [41]) due to lower energy consumption.
Note that iCODE can also be adapted for other purposes
(e.g., maximizing colocation profit, if permitted by regu-
lations).

While DWB is NP-hard and there exist various ap-
proximate solutions [31], we note one approach to solv-
ing DWB based on branch and bound technique that
can yield a sub-optimal solution with a reasonably low
complexity [6]. A sketch is provided below for brevity.
Specifically, if we make a relaxation and allow ei to take
continuous values, then the requested payment in (2) is
convex in ei, and DWB becomes convex programming,
for which there exists time-efficient methods [7]. The
resulting energy reduction is an upper bound on the op-
timal value of DWB. On the other hand, if we choose
a greedy-based approach (e.g., select the bids in ascend-
ing order of ∆ei/ci), then we will obtain a lower bound
on the optimal value of DWB. If the obtained upper and
lower bounds are sufficiently close, then we can choose
the greedy solution, because its energy reduction is close
to the upper bound (and hence optimum, too). Other-
wise, we can recursively solve DWB by fixing some bids
to be selected and solving a smaller-scale sub-problem.
To solve the sub-problem, we find lower/upper bound-
s via greedy/relaxation approach; if the bounds are still
far apart, we further decompose the sub-problem into an
even smaller-scale sub-problem. Repeat this process un-
til the gap between the two bounds are sufficiently small
or the maximum iteration number is reached. Finally,
note that the computational complexity of solving DWB,
although interesting by itself, is not a major bottleneck,
as colocation operator receives demand response signal
from LSE well beforehand and there is no need to solve
DWB in real time [15, 28].

Remark. In this paper, we focus on how the coloca-
tion operator decides winning bids out of those submitted
by tenants, while leaving the possibly strategic bidding
process (e.g., tenants strategically place bids to maximize
their own benefits) as a future study.

4 Performance evaluation
This section presents trace-based simulation studies to
evaluate iCODE. We first present our settings, and then
show the simulation results.
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Table 1: Default model parameters.
Tenant #1 #2 #3
Service rate µ (Jobs/hour) 360,000 180,000 30
Delay cost β (¢/ms/106jobs) 30 20 0.4
Switching cost α (¢/server) 0.5 0.5 0.5
Greediness factor w 1 1 1
Soft avg. delay threshold 12 ms 25 ms 175 s
Avg. delay constraint 20 ms 40 ms 300 s
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Figure 2: Traces of workload and compensation rate for
energy reduction. Each time slot is 15 minutes.

4.1 Settings

We consider a colocation facility located in New York,
NY (a major market of colocation satisfying financial
institution needs [9]), with a PUE of 1.6. The colo-
cation participates in hour-ahead demand response pro-
gram: when needed, LSE sends demand response request
one hour ahead, while each demand respond period is 15
minutes. Nonetheless, due to figure space constraints,
we consolidate four 15-minute time slots and show the
hourly values for better presentation. Fig. 2 shows a s-
napshot of the LSE’s one-day compensation rate for en-
ergy reduction on Feb. 24, 2014, obtained from [33].

There are three tenants, each possibly representing
multiple tenants in practice and having 10,000 homoge-
neous servers with 150W static and 100W dynamic pow-
er. Tenant #1 and #2 process delay-sensitive workload,
while tenant#3 processes delay-tolerant workload. The
default settings for tenant models are shown in Table 1.
In particular, we note that the delay constraint (within a
server) for tenant #1 is consistent with the existing inter-
active service requirement (e.g., web search [19]). More-
over, the switching cost of 0.5 cents for turning one serv-
er off for 15 minutes is already higher than the corre-
sponding electricity cost saving achieved by tenants had
they run servers in their own data centers (assuming a
fair electricity price of 10 cents/kWh). In other words,
because of higher cost savings, tenants should be more
willing to turn off unused servers in colocation, than
they would if they had in-house data centers (which has
been extensively studied [37]). We obtain the three ten-
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Figure 3: Comparison between iCODE and NDR. (a)
Energy reduction by iCODE. (b) Energy consumption.
(c) Incentives received. No incentives are provided in
NDR. (d) Average delay exceeding the soft threshold in
iCODE.

ants’ workload traces from [25] (“Hotmail” and “MSR”)
and [42] (“Wikipedia”). Fig. 2 illustrates a snapshot of
the traces, where the workloads are normalized with re-
spect to the maximum service capacity of each tenant’s
servers (with an average utilization of 15%).

4.2 Simulation results

In this subsection, we first compare our proposed iCODE
with benchmark, called NDR. Next, investigate iCODE
under various settings to demonstrate its effectiveness.

Benchmark: We choose the scenario in which no ten-
ants participate in demand response as our benchmark,
called NDR (Non-Demand Response), which is the sta-
tus quo in colocation.

Comparison between iCODE and NDR. We now
compare iCODE with NDR in Fig. 3. We first show
the energy reduction by iCODE compared to NDR in
Fig. 3(a). It can be seen that more than 4MWh ener-
gy reduction per hour can be achieved, which is a fair-
ly significant energy reduction (equivalent to thousand-
s of households) and demonstrates the big potential of
colocation demand response. Next, we show the hourly
energy consumptions by iCODE and NDR in Fig. 3(b),
indicating that more than 50% energy can be slashed in
some hours due to the low server utilization in colocation
(e.g., 6-12% [17]). Fig. 3(c) shows the monetary incen-
tive received by different tenants. We notice that there
is some “residual” incentive paid to colocation operator
by LSE, because sometimes tenants do not seek as high
incentives as LSE provides. Fig. 3(d) shows the barely-
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Figure 4: Impact of workload overprediction. (a) Energy
reduction. (b) Tenant #1’s delay over soft threshold.

noticeable performance degradation experienced by ten-
ants compared to their soft delay thresholds. There is
an up to around 1.5ms increase in average delay beyond
the threshold for delay sensitive tenants #1 and 0.5ms
for tenant #2. Tenant #3 has 30s delay, which is accept-
able for delay tolerant workloads. If tenants cannot toler-
ate any delay exceeding their thresholds, they can easily
remove those bids resulting in intolerable delay perfor-
mance (see Section 3.3).

Impact of workload overprediction. To cope with
unexpected possible traffic spikes, tenants can either turn
on more servers as a backup or deliberately overestimate
the workload arrival rate by a certain overprediction fac-
tor ϕ ≥ 0: the higher ϕ , the more overpredicts. We
choose the later approach. Intuitively, when tenants are
more conservative and tend more to overpredict work-
loads, fewer number of servers will be turned off. How-
ever, Fig. 4 shows that even when tenants overestimate
the workloads by 30%, the energy reduction for demand
response is not significantly compromised. We choose
30% because recent studies have shown that the work-
load prediction error is typically within 30% [26].

Impact of greediness. Tenants may be greedier in the
sense that they desire more than their true costs for turn-
ing off servers. Here, we increase the greediness factor
wi for tenants. Equivalently, this captures the scenarios
that tenants are less willing to participate in demand re-
sponse unless they are provided sufficiently large incen-
tives. Fig. 5 shows that as tenants are becoming more
greedy, the performance becomes better and the energy
reduction decreases. Nonetheless, we note that asking
for higher payments than actual costs may not be of ten-
ants’ interests, because doing so will reduce tenants’ fi-
nancial rewards yet without improving their delay perfor-
mances (as seen by comparing Fig. 3(d) and Fig. 5(b)).

5 Related work
In this section, we discuss the related work from the fol-
lowing perspectives.
• Data center optimization: Optimizing data cen-

ter operation has received a surging interest recently
[8,10,22]. Notably, turning on/off servers based on time-
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Figure 5: Impact of greediness. (a) Energy reduction.
(b) Tenant #1’s delay over soft threshold.

varying incoming workloads is a promising approach to
enabling “power proportionality” and reducing energy
consumption/cost of data centers [20, 25, 45]. By ex-
ploring geographic diversities, optimizing load balanc-
ing among multiple data centers can minimize electricity
cost [36] and reduce carbon footprint [14]. These studies,
however, are all intended for owner-operated data centers
and hence cannot be directly applied to colocation unless
tenants are properly incentivized.

• Data center demand response: Data centers are
promising participants in demand response programs.
For example, [16] conducts field tests, showing that da-
ta centers can reduce energy consumption by 10-25%
upon receiving demand response signals. Focusing on
owner-operated data centers, [4, 15, 23] study resource
management optimization for demand response and fre-
quency regulation in power grid, and [24,28,44] consider
the interactions between data centers and utilities and s-
tudy pricing strategies by utilities. [5] addresses frequen-
cy regulation by controlling facility energy consumption
via battery charging/discharging, but this technique is d-
ifficult to scale due to limited battery size in practice [43].

To our best knowledge, our study makes the first step
towards unifying interests of colocation operator and ten-
ants to unleash the promising potential of colcation de-
mand response.

6 Conclusions
In this paper, we studied colocation demand response and
proposed an reverse auction-based incentive mechanis-
m, iCODE, which offers tenants with financial rewards
for energy reduction. iCODE just requires a lightweight
and “non-intrusive” control module that can be automat-
ed during run time. We performed a trace-based simu-
lation study to show that iCODE can reduce the hourly
energy consumption by over 50%, which is a fairly large
amount of energy reduction for demand response pro-
grams. iCODE is a first-of-its-kind mechanism to break
“split incentive” between colocation operator and ten-
ants, and can also be extended to address other issues
in colocation (e.g., energy inefficiency).
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