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Abstract

Whenwe seach for imagesin multimediadocuments,
we often havein mind specificimage typesthat we are
interestedin; examplesare photayraphs,graphics,maps,
cartoons,portraits of people and so on. This paperde-
scribesan automatedsystenthat classifiesnebimagesas
photayraphsor graphics,basedon their content. Thesys-
temfirst submitstheimagesinto sometests,which look at
theimage content,and thenfeedsthe resultsof thosetests
into a classifier Theclassifieris built usinglearningted-
nigueswhich take advantaye of thevastamountftraining
datathatis availableonthe\Weh Text associatedvith an
image can be usedto further improve the accuracy of the
classification.Thesystemis usedasa part of WebSeeran
image seach enginefor the\Weh

1 Intr oduction

Collectionsof multimediadocumentgancontainavast
amountof textual and visual information. However, the
biggerthesizeof suchcollectionsgrows, the harderit gets
to locatespecificinformationin them. We canuseindex-
ing programswhich go througha collectionand classify
documentsand multimediacomponentssuchas images
or videos,basedon the informationthey canextractfrom
them. The problemis thatcurrentcomputerprogramscan
extractmuchlessinformationfrom thosecomponentshan
humanscan. For imagesn particular it is trivial for a hu-
manto look at a pictureof adog,locatethedog,andindex
theimageundertheword “dog”. It is beyondcurrentcom-
putervision technologyto make a programthat doesthe
samething.

Imagesembeddedn multimediadocumentshave text
associatedvith them. Thattext often containswordsthat
describethe contentof the images. Indexersmake useof
thatfactandindex imagesbasedon the text aroundthem.
However, whenwe look for imageswe usuallyhave more
in mind thanjust somekeywords;we wanta specifictype
of imagesthat are associatedvith thosewords. For ex-
ample, we may want to find photograph=f dogs, por-
traits of the president,mapsof Europe,help buttons, or

inflation charts.Programghatcanclassifyimagesaspho-
tographsportraits,maps,buttons,charts,or seseral other
types,makeit considerablyasiefor peopleto specifyand
getbackthekind of imagesthey areinterestedn.

Thephotodetectomwve usein WebSeeclassifiesmages
as photographsr computergeneratedyraphics. It is an
exampleof a programthatcanextracta smallbut valuable
pieceof informationfrom animage. The detectorrelies
primarily ontheimagecontento dotheclassificationPre-
liminary resultsshav thatthe documenthat containsthe
imageis alsoa usefulsourceof information.

2 RelatedWork

Up to now therehave beenvery few efforts to automate
the classificationof imagesas photographsnd graphics.
TheWebSeelsearctenging2] performsthatclassification
basedon informationobtainedfrom the color histograms
of theimages.Thesystendescribedn [3] usessomeinfor-
mationfromtheimagecontentaswell asinformationfrom
the imagecontet, thatis the HTML documentin which
theimageis embedded.The imagecontentcluesthatare
usedarethe squarenessf the image,the numberof col-
ors, the fraction of impurecolors(colorsthatarenot pure
white, black, grey, red, greenor blue), the neighborvari-
ation (fraction of horizontally-adjacenpixels of the same
color) andthe color dispersion(fractional distanceof the
meancolorin the sortedcolor histogram).In addition,the
filenameportionof theimageURL is testedfor the occur
renceof wordsthatareusuallyassociateavith only oneof
thetwo imagetypes.Theexistenceor not of suchwordsis
anadditionalfeaturethatis consideredh theclassification.

Oneproblemwith [2] and[3] is thatit is hardto eval-
uatetheir accurag. In [2] the authorsclaim a recall rate
of 0.914for Web photographsand 0.923for Web graph-
ics. However, they don't specify exactly what they con-
siderphotographsindgraphics.We seelaterin the paper
thatwe candefinethoseimagetypesin differentways,and
our definitionshave a directimpacton the errorrate. The
author=of [3] alsodon't specifyexactlywhatthey consider
photographsndgraphics.Consequentlywe refrain from



comparingourerrorratesto theerrorratesattainedn those
systemssincewe may have useddifferentdefinitionsfor
thetwo imagetypes.

3 An Overview of the System

The photodetectorsubmitsimagesto several different
tests. Thosetestsoriginatefrom a few statisticalobser
vationsaboutthe differencedetweencomputergenerated
graphicsandphotographshatappeanon the Weh In gen-
eral,photographandgraphicdifferin shapesize,thecol-
orsthey use,andthepatternof color transitionsrom pixel
to pixel.

Basedon thoseobsenations,we have createdseveral
imagemetrics. The metricsarefunctionsfrom imagesto
realnumbers.For thosenumbersve usethe term“metric
scores”. A simple metric is the numberof colorsin an
image. Our goal is to designmetricsin which graphics
tendto scorein differentrangesthan photographs.This
way, we canusethe metricscorego decideif animageis
aphotograplor agraphic.

Thescoreswve obtainfrom individual metricsarerarely
definitive. In orderto achieve high accurag rateswe have
to combinescoredrom severalmetricswhenwe malke the
final decision. The systemuseslearningto createdeci-
sion trees,which specify how to classifyanimagebased
on its metric scores. The treesare constructedn an au-
tomatedway, usingthe metric scoresof large setsof im-
ages,which we randomlychooseand downloadfrom the
Web,andwhichwe pre-classifyby handasphotographer
graphics.

4 The BasicAssumptions

This sectiontalks aboutthe assumptionsinderlyingthe
designof our system:Whatarephotographandgraphics,
andhow they differ from eachother

4.1 What are Photographsand Graphics

We usetheword “graphics”for computergeneratedn-
ages.For mostimagesa humanhasno troubledecidingif
they arephotographsr graphics.Our goalfor the system
is obviously to classifythoseimagesthe sameway a hu-
manwould. However, sometimesit is not clearwhether
animageshouldbe consideredh photograptor a graphic,
andsometimesnoneof thetwo categoriesis applicable:

¢ Mixedimages.A significantfraction of Webimages
have both a photographand a computergenerated
part. Examplesare photographsvith a framearound
them,photographsvith text overlaidonthem,andim-
ageghatarehalf photographandhalf graphics.

e Hand drawings. Hand drawings are clearly not
computergeneratedyraphics. However, even when
theimagesareactuallyphotograph®f dravings, we

Figurel: An exampleof a photograph.

Figure2: An exampleof a graphic.

don't considerthemto belongto the “photograph”
type.

The systemis not designedto handlesuchcasesin a
consistentway, and imagesfalling into thosecateories
werenotusedfor trainingor testing.

4.2 Differences between Photographs and
Graphics

By looking at mary photographsndgraphicsonecan
easily notice certainbasicdifferencesetweenthem, that
are easyto describein quantitatve terms. Thesearethe
differencesve usedasa startingpointin the designof our
metrics:

¢ Colortransitionsfrom pixel to pixel follow different
patternsin photographsand graphics. Photographs
depictobjectsof the realworld, andregions of con-
stantcolor arenotcommonin therealworld, because
objectstend to have texture. (Figure1). In addi-
tion, photograph®f objectsalwayscontaina certain
amountof noise, that causeseven nearbypixels to
have differentRGB values.Ontheotherhand,graph-
ics tendto have regionsof constantcolor. Figure 2
is a typical example. Theimagehasonly 8 different
colors,andmostof the pixelshave the samecolor as
their neighbors.



Ontheotherhand,edgesn graphicsendto bemuch
sharperTypically anedgeoccurshetweeraregion of

constantcolor and anotherregion of constantcolor,

and the transition takes place over one pixel. In

photographs boundariesbetweenobjects are often
blurred becausehe camerais not focusedprecisely
on them. In addition, mary color transitionsdo not
correspondo boundariebetweerobjects putto light

variationsand shading. Such transitionsare much
smoother

e Certain colors are much more likely to appearin
graphicsthanin photographs.For example,graph-
ics oftenhave largeregionscoveredwith highly satu-
ratedcolors. Thosecolorsare muchlessfrequentin
photographs.

e Graphicshave fewer colorsthan photographs.This
is relatedto thefactthatthey tendto have large one-
color regions. OntheWebin particular peopleoften
preferto usegraphicswith a smallnumberof colors,
becaus¢hey compresdbetter

e Graphicstend to have different shapesthan pho-
tographs.They areoftennarronv, muchlongerin one
dimensionthanin the other Photographsendto be
moresquareln addition,graphicdrequentlycomein
smallsizeswhich areveryrarefor photographs.

5 Image Metrics

To implementa photodetectoy we needprecisetests,
which we canapplyto animageandgetbackresultsthat
give usinformationaboutthe type of theimage.Basedon
thegenerabbsenationswe have describedn theprevious
section,we have implementedseveral metrics,which map
imagesto realnumbers.Photographandgraphicstendto
scorein differentrangesn thosemetrics.Becausef that,
the metricscoresareevidencethatwe canuseto differen-
tiate betweerthosetwo types.

In the following discussionwe assumehat animage
is representetly threetwo-dimensionahrrays.eacharray
correspondingo thered (R), green(G) andblue (B) color
bandof theimagerespectiely. Theentriesof thosearrays
areintegersfrom 0 to 255. Thecolor vectorof a pixel p is
definedto be(r, g, b), wherer, g andb arerespectiely the
red,greenandblue componenbf the color of the pixel.

Themetricswe usearethefollowing:

e Thenumberof colors. Thescoreof theimagein this
metricis the numberof distinct colorsthatappeaiin
it.

e The prevalent color metric. We find the most fre-
guentlyoccuringcolorin theimage.The scoreof the
imageis thefractionof pixelsthathave thatcolor.

e Thefarthesineighbometric: For two pixelsp andp’,
with colorvectors(r, g, b) and(r', ¢, b') respectiely,
we definetheir colordistancel asd = |r — 7| + |g —
g'| + |b—¥'|. Sincecolorvaluesrangefrom O to 255,
d rangedrom 0 to 765. Eachpixel p; (exceptfor the
outer pixels) hasneighborsup, down, left andright.
A neighborp, of p; is consideredo be the farthest
neighborof p, if the color distancebetweenp; and
po is not smallerthanthe color distancebetweenp,
andary otherof its neighbors.We definethe transi-
tion valueof p; to bethedistancebetweerp; andits
farthesteighbor

In tne farthestneighbormetric, we have to specifya
parameterP between0 and 765. The scoreof the
imageis the fraction of pixels that have a transition
valuegreatetthanor equalto P.

We usea secondversionof the samemetricto accen-
tuatethe differencein scoresbetweengraphicsand
photographgor high valuesof P. In the secondver
sion,thescoreof animageis thefraction f; of pixels
with transitionvalue greaterthan or equalto P, di-
videdby thefraction f, of pixelswith transitionvalue
greatetthanQ. Graphicshave evenhigherscoreswith
respectto photographghanthey do in the first ver
sion,becausd; tendsto belargerfor photographs.

e Thesaturatiormetric. For apixel p, with colorvector
(r,g,b), let m be the maximumandn be the mini-
mumamongr, g andb. We definethe saturatiorevel
of ptobe|m —n|.

We specify a parameterP. The scoreof the image
is the fraction of pixelswith saturationlevels greater
thanor equalto P. For high valuesof P we expect
graphicgo scorehigherthanphotographssincesatu-
ratedcolorsoccurmorefrequentlyin graphics.

e The color histogrammetric. We createan aver
age color histogramfor graphics,and one for pho-
tographs.The scoreof theimagedepend®n its cor-
relationwith thetwo histograms.

A colorhistogramis athreedimensionatableof size
16 x 16 x 16 . Eachcolor (r, g, b) correspondo the
binindexedby (| 15/, 5], L%J) in thetable(where
|z| isthefloor of ). Thecolorhistogranof animage
initially containsat eachbin the fraction of pixelsin
thatimagewhosecolorscorrespondo thatbin. Then
it getsnormalized,so that its length (as a vector)is
equalto 1.

The correlation C(A, B) betweentwo normalized
histograms A and B is defined as C(A,B) =
Z;io Z;io 119520 (Az',j,sz',j,k)a where Az’,j,k and



B, ;,r arerespectiely the binsin A and B indexed
by (i, j, k).

We createa graphicscolor histogramH, by picking
hundredor thousandsf graphicstakingtheaverage
of their color histogramsandnormalizingit. We sim-
ilarly createa photographgolor histogramH,, using
alargesetof photographs.

Supposehat animage I hasa color histogramH;.
Leta = C(H;, H,) andb = C(H;, Hp). Thescoreof
theimagein the color histogrammetricis definedas
s = GLH Clearly, asC(H;, Hp,) increasess goesup,
andasC(H;, H,) increasess goesdown. Therefore,
we expectphotographso scorehigherin this metric.

The farthestneighborhistogrammetric. Thefarthest
neighborhistogramof animageis a one-dimensional
histogranwith 766bins(asmary asthepossibleran-
sition valuesfor a pixel, as definedin the farthest
neighbormetric). Thei-th bin (startingwith 0) con-
tainsthe fractionof pixelswith transitionvalueequal
to 4. We createaveragehistogramsF; and F,, for
graphicsand photographgespectiely, in the same
way asin the color histogrammetric. We definethe
correlationD(A, B) betweerhistograms4 andB as
D(A,B) = 7% 4,B;, whereA; andB; arerespec-

7=

tively thei-th binsof A andB.

Let F; be the farthestneighborhistogramof the im-
age,a = D(F;,F,) andb = D(F;,F,). Then,
the scores of theimagein this metricis definedas
s = QLH As in thecolor histogrammetric,we expect
photographso scorehigherthangraphics.

Thedimensiorratiometric: Let w bethewidth of the
imagein pixels, h bethe height,m bethe greatesbf
w andh andl bethe smallestof w andh. Thescore
of animageis 7*. Graphicsvery oftenscoreabove 2,
whereagphotographsarelydo so.

Thesmallesdimensiormetric: Thescoreof animage
is the lengthof its smallestdimensionin pixels. It is
muchmorecommonfor graphicgo scorebelow 30in
this metricthanit is for photographs.

Metric T E, |E, |E
Colorhistogram | 0.46 | 11.9| 9.4 | 10.6
Farthestneighbor| 0.35| 12.5| 9.0 | 10.7
histogram

Farthest 0.17| 13.0| 16.6 | 13.7
neighbor

version2 (264)

Prevalent 0.26| 13.8| 13.9| 13.9
color

Farthest 0.16| 14.9| 15.2| 15.1
neighbor

versionl (1)

Saturation63) 0.67| 32.0| 6.7 | 19.3
Numberof 200 | 13.0| 34.6| 23.8
colors

Smallest 72 | 334|14.8]| 241
dimension

Dimensionratio | 1.63| 47.1| 12.1| 30.0

Tablel: Individualmetrics

Table 1 gives someindicative resultsfor eachmetric.
The training and the testing set we usedto obtainthese
resultsconsisteceachof about600 graphicsand600 pho-
tographs.Thetwo setsweredisjoint. The columnsof the
tablehave thefollowing meanings.

6

Metric is the nameof the metric. If the metricusesa
parametgmwe give thatin parentheses.

T is the thresholdwe used. If more graphicsthan
photographscorebelov T in thetrainingset,images
from the testingsetthat scorebelow T' areclassified
asgraphics,andtherestasphotographsThereverse
happensf morephotographshangraphicsscorebe-
low T in thetrainingset.

E, istheerrorratefor graphicsn thetestingset(per
centagef graphicsclassifiedasphotographs).

E, istheerrorratefor photograph# thetestingset.

E istheerrorrateoverall (averageof £, andE,). The
thresholdl” waspickedin eachcasesothatit would
minimizetheerrorratein thetrainingset.

Combining the Metric Scores

The individual metric scoreghatwe getare not defini-
tive. To make thefinal decision,we needa decisionmak-
ing modulethatwill make thefinal classificatiorbasedon
thosescores.We currentlyusemultiple decisiontreesfor
thattask. Our decisiontreedesignis basedn Yali Amit's
work with decisiontrees[1], with minor modificationsjn
orderto adjustit to our domain.



6.1 Classificationwith Multiple DecisionTrees

Eachdecisiontreeis a binarytree. Eachnon-leafnode
n hasatestfield, which containsametric M,,, aparameter
P, to beusedwith M, (if applicable)andathresholdr’,.
Eachleaf nodecontainsa real number between0 and 1,
which is a probability estimatethat the imageis a photo-
graph. To classifyanimageusinga tree,we performthe
following recursve procedure:

1. If theroot r is not a leaf node, let S, be the score
of theimageunderthe metric M,. andparameterP,..
If S, < T, we classifythe imagewith the subtree
headedby the left child of the root. Otherwise,we
usethe subtreeneadedy theright child of theroot.

2. If therootis aleaf node,we returnasresultthe num-
berthatis storedin thatnode.

To classify an imageusing a set of trees,we find the
meanA of theresultshatwe getfrom all treesin theset. If
Ais lessthanagiventhresholdK, theimageis considered
agraphic,andotherwiseit is considerediphotograph.
6.2 Constructing the DecisionTrees

To constructa decisiontree,we have to specifyatrain-
ing setof imagesS, anda setof testsD. A testis either
a metric or a metric togetherwith a parameterfor those
metricsthatrequireusto specifya parameterimagesn S
have beenhand-classifieésphotograph®sr graphics.The
following is arecursie descriptionof how a decisiontree
getsconstructed.

We startat the root. If the imagesin S areall pho-
tographsor all graphicswe stop. Otherwise we pick the
optimal testfor the root, with respectto our training set.
We usethe samecriteriaas[1] to determinenvhatthe opti-
maltestin agivennodeis. [4] explainstheintuition behind
thenotionof “informationgain” thatweand[1] useto eval-
uatetheinformationalvalueof agiventestatagivennode.
If theinformationgainfrom all testsis zero,we stop.Oth-
ewise, we recursvely constructthe left andright subtree
undertheroot. For the left subtreewe useastraining set
allimagesn S whosescoreundermetricm andparameter
pis lessthant. We usetherestof theimagesasatraining
setfor theright subtree.

6.3 Preparation of training and testing sets

The Web s a vastsourceof training data. The crawler
we use for WebSeercan currently locate and download
about1 million imagesa day, togetherwith the HTML
pageshatreferto them. We canhand-classifyimagesas
photograph®r graphicsat arateof 2,500imagesanhour.
It only takesa coupleof daysto classifytensof thousands
of imagedor ourtrainingandtestingsets.

Web imagesappeatin the GIF and JPEGformat. We
getmuchbetterresultsby usingdifferentdecisiontreesto

classifyimagesin eachformat. Imagesin the two formats
have importantdifferencesthat make them scorediffer-
entlyin our metrics.For example JPEGmageshave thou-
sandof colorsregardles®f whetherthey arephotographs
or graphicspecausef theway JPEGcompressionvorks.
So, we maintaindifferenttraining andtestingsetsfor the
two formats.

To createthe decisiontrees, we used as a training
set 1025 GIF graphics,362 GIF photographs270 JPEG
graphicsand643 JPEGphotographsTo constructhe av-
eragecolor histogramsand the averagefarthestneighbor
histogramsve usedaboutasmary imageswhichwerenot
includedin the training setsfor the decisiontrees. Now
thatwe have tensof thousandef hand-classifiednagesat
ourdisposalwe planto createnew treeswith muchlarger
trainingsets to testhow theaccuray of the systenrelates
to theamountof trainingdata.

After we createtensof differenttrees,we manuallyput
themtogetherinto several sets,which we testin orderto
pick the setamongthemthat givesthe highestaccurag
rate.We arelookinginto waysto automatehatprocedure,
by specifyingsomeheuristicdo prunethespaceof all pos-
sible combinationwof trees,and make surethat a reason-
ably goodsetis chosen.

6.4 Reasondor using multiple decisiontrees

For every image,we getthousand®of scoresby using
differenttests(combinationsof metricsand parameters).
Decisiontreescanusethe teststhat yield the mostinfor-
mation,andignoreotherteststhatarehighly correlatedo
the onesalreadyused.In addition,decisiontreesallow us
to examinethemandunderstandxactly whatimagefea-
turesthey use,andwhy they fail whenthey fail. Thisis an
adwantageover neuralnetworks,whereit is muchharderto
examinethe state.

Multiple decisiontreesoffer several advantagesover
singledecisiontrees:

¢ We have somary possibleeststhat,giventhe sizeof
ourtrainingsetswe cannotuseall theinformationwe
getin asingledecisiontree.

e We canaddadditionalmetricswithout having to in-
creasehesizeof thetrainingset,or alterthetraining
andclassificatioralgorithms.

e Multiple decisiontreesoffer increasediccurag over
singledecisiontrees,evenif all treesarebuilt based
onthesameanetrics(aslongasthemetricsareusedn
differentorderin thedifferenttrees andwith different
parameters)Singletreesarelessaccurateén border
line caseghangroupsof trees,wheremisclassifica-
tionsin individual treesare cancelledout by correct
decisionsn othertrees.



7 Results

As we mentioneckarlier afterwe gettheaverageof the
resultsof all decisiontreesfor animage,we compareit
with athresholdK andconsidettheimageto beagraphic
if the averageis lessthan K. The choiceof K affectsdi-
rectly the accurag of the systemfor imagesof eachtype.
As we increaseK, we geta highererrorratefor graphics
anda lower error ratefor photographsThe errorrate for
imagesf agiventype (photographsr graphics)s defined
asthe percentagef imagesof that type that the system
classifiedncorrectly

K GIF graphics| GIF photographs
0.37| 8.2 35

0.38| 6.0 3.9

0.40| 5.0 6.9

042 4.2 7.4

0.44| 3.6 12.1

050 2.4 17.8

Table2. Errorratesfor GIF images.

K JPEGgraphics| JPEGphotographs
0.40| 20.0 3.4

0.44| 16.4 4.4

0.47]| 11.8 6.4

0.50| 9.3 8.7

0.55]| 6.1 15.3

0.59| 5.0 17.6

Table3. Errorratesfor JPEGimages.

Wetestedhesystemonrandomimagesve downloaded
from theWebandclassifiedby hand.Thetestimagescon-
sistedof 7245GIF graphics454 GIF photographs2638
JPEGgraphicsand1279JPEGphotographsNoneof those
imageswasusedin constructinghe averagecolor andfar-
thestneighborhistogramsjn constructingthe trees,or in
experimentingwith setsof treesto decidewhich setwe
shoulduse.

Tables2 and 3 giveserror rates,as percentvaluesfor
differentchoicesof K, for thetwo formats.

In WebSeerwe set K to 0.5 both for GIF and JPEG
images.GIF graphicsareby far the mostcommonimage
type on the Weh They occurabout15-20timesasoften
as GIF photographsandabout6 timesasoftenasJPEG
imagesof ary kind. Our choiceof K allows GIF graphics
to be classifiedcorrectlyat a rateof 97.6%. If we hadal-
lowed a 5% errorratefor GIF graphics,about40% of all

imagesclassifiedas photograph$y our systemwould be
GIF graphics.

We measuredhe rate at which the photodetectorcan
classify images. The measurementsvere madeon an
UltraSRARC-1, running at 167MHz, using the sameim-
agesthatwere usedfor the resultsin tables2 and3. The
imageswerereadfrom disk. The speedf the systenwas
2.6imagespersecond.

8 Current and Future Work

Currentwork focuseson two areas:improving the ac-
curag of the systemandextendingit to mixedimages.

8.1 Decisionmaking

As mentionedin previous sections,we nov have at
our disposaltensof thousandof hand-classifiedmages,
which we canusefor training andtesting. We planto use
thoseimagesto constructnew decisiontrees,so that we
cancheckwhetherargertrainingsetscanimprove the ac-
curag of thesystem.

A factthatour currentdecision-makingnoduleignores
is that, for somemetrics,certainrangesof scoresindicate
with very high probability thatanimageis a graphic. For
instancein thecolorhistogranmetric,310outof 618GIF
graphicsscorebelon 0.2,andonly 1 in 454 photographs
doesso. Currently imageghatscorebelov 0.2in thatmet-
ric getclassifiedcorrectlyby thetreesthatusethatmetric,
but may get classifiedincorrectlyby the restof the trees,
andby the systemasa whole. It may be advantageous$o
forcethe systemto classifyall suchimagesasgraphics.

8.2 Image Context Metrics

Imagecontet is the informationthatwe have aboutan
imagethatdoesnot comefrom theimagecontent.Images
in multi-mediadocument$iavearich context aroundhem,
which canbeusefulfor our system.

The context of an imageoccuringon the Web is the
HTML pagein which the imageis embedded.The con-
tent of that pagegivesus several cluesaboutthe type of
theimage. If an HTML pagehasa link to animagebut
doesnot actuallydisplayit, thatimageis usuallya photo-
graph. Imageswith the USEMAP and ISMAP attributes
areusuallygraphics. The URL of animagecangive sta-
tistically usefulinformation;wordslike “logo”, “banner”,
“bar”, appeamuchmorefrequentlyin URLs of graphics.
Imagesthat are groupedtogetherin a pageare usually of
the sametype. Finally, the text aroundan imagecanbe
useful,evenif wejustscanit for theappearancef specific
words,like “photograph”.

Preliminaryresultsshov thatwe canusesuchinforma-
tion to increasethe accurag of our photo detector We
planto implementnewx metrics,whichwill rely ontheim-
agecontet. We can use suchmetricstogetherwith the
alreadyexisting onesin decisiontrees.



8.3 Mixed Images [3] Neil C.RoweandBrianFrew (1997).“AutomaticCap-

are not pure photographs.A mixed imagecan be a col- Pages”.Departmenbf ComputerScienceNaval Post-
lageof photographsa photograptwith text on top, a pho- graduateSchool

tographwith a computergeneratedrame or background
aroundit, or arny othercombinationof photographicand
computergeneratednaterial.

A mediumtermgoalis to extendthe systemto perform
someseymentation,so that it canidentify photographic
partsin mixed images. It seemghat sgmentingan im-
ageinto photographsindcomputergenerategartscanbe
easierthanthe genericimagesegmentationproblem. For
atleastsomecaseslik e photographsvith one-colorback-
grounds,it is pretty easyto segmentout the computer
generategbart,andgibve therestto the systemto classify

[4] Tom Mitchell (1997).“Machine Learning”. McGraw
Hill

9 Conclusions

Our photo detectoris an efficient and highly accurate
systemthatcanbeusedto classifyimagesasphotographs
or graphicsbasedn theimagecontent.lt is currentlybe-
ing usedin WebSeeranimagesearctenginefor the Web,
to help index millions of imagesin ways meaningfulto
peoplewho searchfor imageson the Weh Its designis
basednsomesimplestatisticalobsenationsabouttheim-
agecontentof graphicsandphotographslits implementa-
tion makesheary useof the vastamountof training data
thatis available on the Weh The availability of training
dataallows usto usemary statisticalobsenationsin lieu
of amoredefinitive modelof thedifferencedetweempho-
tographsandgraphics.nitial resultssuggesthatusingthe
imagecontet aswell asthe imagecontentwould further
improvetheaccurag of thesystem.

We believe that similar approachesthat rely on sta-
tistical obsenations,combineimage contentwith image
contet, andmake useof the availability of hugeamounts
of training datafrom the Web, can be usefulin extract-
ing additionalinformationfrom an image. Examplesof
additionalimagetypesthat we hopeto detectusingsuch
methodsaremaps,charts,cartoonsandastronomicapic-
tures. Detectingsuchtypeswould be very usefulin in-
dexing imagesin extensve collectionsof multimediadoc-
umentsjike theWeb,in ameaningfulway.
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