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Abstract

Ongoing work towards appeaance-based3D hand
poseestimationfrom a singleimage is presented.Using
a 3D handmodeland computergraphicsa large database
of syntheticviews is generted. Theviews display differ-
enthandshapesas seenfrom arbitrary viewpoints. Each
synthetioview is automaticallylabeledwith parametesde-
scribingits handshapeandviewing parametes. Givenan
inputimage, thesystenretrievesthemostsimilar database
views,andusesheshapeandviewing parametes of those
views as candidateestimatedor the parametes of thein-
put image. Preliminary resultsare presented,n which
appeaance-basedsimilarity is definedin terms of the
chamferdistancebetweeredge images.

1 Introduction

Techniquesthat allow computersto understandthe
shapeof a humanhandin imagesand video sequences
can be usedin a wide rangeof applications. Someex-
amplesare human-machineterfaces,automaticrecogni-
tion of signedanguagesndgesturacommunicationnon-
intrusive motion capturesystems,video compressiorof
gesturecontentandvideoindexing.

Differentlevelsof accurag areneededy differentap-
plications.In certaindomaingt sufficesto recognizeafew
differentshapespbsenedalwaysfrom thesameviewpoint
[15, 7, 3]. Ontheotherhand,3D handposeestimationcan
be useful or necessaryn variousapplicationsrelatedto
sign languagerecognition,virtual reality, biometrics,and
motion capture.Currently systemsequiringaccurate3D
handparametergendto usemagnetidrackingdevicesand
othernon vision-basednethodq8, 9, 13]. Computervi-
sion systemghat estimate3D handposedo it only in the
contet of tracking[11, 4,17, 14] . In thatcontext, thepose
canbeestimatedatthecurrentframeaslong asthe system
knows the posein the previousframe. Sincesuchtrackers
rely on knowledgeaboutthe previousframe,they needto

bemanuallyinitialized, andthey cannotrecoserwhenthey
losethetrack.

A systemaiming to recover hand posefrom a single
image,usinga machinelearningapproachis describedn
[12]. Tensof differentfunctionsarelearnedthatmapfea-
ture vectorsto handposes.For eachinput image,the re-
sultsof all functionsarerenderedisingcomputeigraphics.
Theresultthatis chosens the onewhoserenderings the
mostsimilar to theinputimage.Thatsystemhasbeenpri-
marily testedwith syntheticdata. In addition, it usesHu
momentsasfeaturevectors,andasa consequence can-
not differentiatebetweendifferent classesof shapeghat
have similar boundarycontours. Our systemtacklesthat
problemby using edgesasfeatures sinceedgescangive
usinformationaboutboththe boundaryandtheinterior of
ahand.

The systempresentedn [14] uses,like our system,
a databaseof syntheticviews and an appearance-based
methodto find the closestmatchto the obsered input.
However, thatmethodis appliedin the context of tracking,
so that at eachframeit only needsto considerdatabase
views whoseparameterare closeto the estimatedhand
parametersf the previousframe. In addition,thatsystem
alsoreliesexclusively onfeaturesof theboundingcontour
andthereforehasthe sameproblemas[12].

In this paperwe aretake a closerlook atthe problemof
estimating3D handposefrom a singleframe. We discuss
issuesrelatedto obtaininga large databasef imagesfor
which groundtruth is known. We examinesomeprosand
consof usingsyntheticviews for the databaseWe present
somepreliminaryexperimentakesults considetheimpli-
cationsof thoseresults,andput forward somesuggestions
on how to build future systemghatcomecloserto achiev-
ing reliableandefficient performance.

In our discussionwe assumethat we can accurately
segmentthe handin all images. Segmentationis trivial
in our syntheticimages,wherewe control how the hand



Figurel: Thehandasanarticulatedobject. The palmand
eachfingerareshown in adifferentcolor. Thethreediffer-
entlinks of eachfingerareshavn usingdifferentintensities
of thesamecolor.

is displayed. Although handsegmentationis a very hard
problemin real images,good resultscan be achieved in
specificdomainsby imposingcertainconstraintsjik e re-
quiring thatthe backgrounds known and/orstatic,thatno
skin-coloredbbjectsarevisible exceptfor thehandsprthat
no objectsmovefasterthanthehandq10, 7, 2]. In thereal
imagesthatwe usein our experimentsthe systemlocates
andseggmentshe handusingskin color detection6].

2 Proposed Framework

We modelthe handasan articulatedobject, consisting
of 16 links: the palmand15 links correspondingo finger
parts. Eachfinger hasthreelinks (Figure 1). Thereare
15 joints, eachconnectinga pair of links. The five joints
connectingingersto the palmallow rotationwith two de-
greesof freedom(DOFs),whereaghe 10 joints between
fingerlinks allow rotationwith oneDOF. Thereforea to-
tal of 20 DOFsdescribexompletelythe setof all angles
betweemeighboringinks. For the 20-dimensionaVvector
containingthose20 DOFswe usesynorymouslytheterms
“internal handparameters,“hand shape”and“hand con-
figuration”

The appearancef a handshapealso dependson the
camergparametersTo keepour modelsimple,we assume
orthographicprojection. We alsorequirethat the size of
the handis fixed, and that the image planeis perpendic-
ular to the line connectingthe centerof projectionto the
centerof thehand.Giventhoseassumptiondhandappear
ancedepend®ntheviewing direction(two DOFs),andon
the cameraorientation(up vector) that definesthe direc-

tion from the centerof the imageto the top of theimage
(oneDOF).We usetheterms“‘cameraparameters,‘exter-
nal parameter$,and“viewing parameterssynorymously
to denotethe three-dimensionatectordescribingviewing
directionandcameraorientation.

GivenahandconfiguratiorvectorC' = (¢4, ..., ¢20) and
aviewing parametevectorV = (v, va, v3), wedefinethe
handposevectorP to bethe23-dimensionatoncatenation
of CandV: P = (Cl, ..ey C20, V1, V2, 'U3).

Using thesedefinitions,the genericframeavork thatwe
proposdor handposeestimationis thefollowing:

e Preprocessingtep: createa databasecontaininga
uniform and suficiently densesamplingof all pos-
sibleviews of all possiblehandconfigurationsLabel
eachview with the handposeparametershatgener
atedit.

e Foreachnovelimage find thedatabas&iewsthatare
the mostsimilar. Usethe parameter®f thoseviews
ascandidateestimatedor theimage.

Whendo we considera set X of views to be a dense
samplin@ Let's fix a similarity measureamongimages,
a distancein poseparameteispace,and numbersd, n, ¢
(basedon an applications specificneeds).Givenaninput
imageA, wefindthen viewsin X thatarethemostsimilar
to A. If atleastoneof thosen views hasa groundtruth
vectorthatis within distanced of A's vector we consider
that A wassuccessfullymatched.We definethata set X
of views is a densesamplingif, for ary image A given
asinput to the application,the probability that A will be
successfullymatcheds greaterthant.

As a simpleexample,considera systemthatwould be
usedto automaticallyinitialize a 3D handtracker by esti-
matingthe handparametersf thefirst input frame. Sup-
posethatthetracker managedo starttrackingsuccessfully
aslongasit wasgivenl0initial estimateswhichincluded
at leastonewithin somedistancer of the true handcon-
figuration (given somedefinition of distancein the hand
posespace).If we consideredt acceptabldor thetracker
to initialize correctly95% of thetimes,thenwe would set
d = z,n = 10, andt = 0.95.

3 Complexity I ssues

The spacecompleity of estimatinghandposein our
framevork depend®nthenumberof databasénageshat
we needfor a densesampling. We needto answertwo
guestionsfirst, haw mary differentviews do we needfor
eachconfiguration? Second,how mary hand configura-
tionsshouldwe include?At this pointwe do not have pre-
ciseanswergo eitherquestionput it is illustrative to look
atdifferentpossibleanswers.



As far asthe numberof views is concerned[12] ren-
deredeachhandshapefrom 86 viewpoints,and[14] used
128viewpoints. However, [12] and[14] usedfeatureghat
they consideredo beinvariantunderimagerotation.|If we
userotation-\ariantfeaturesthenfor eachviewpoint we
mustgeneratamary views correspondingo differentori-
entationsf thecameras up vector In our experimentsve
have usedd6 viewpointsandgenerated8imagedor each
viewpoint, giving us a total of 4128imagesfor eachhand
shapeHowever, it is concevablethata significantlylower
or highernumbemwould offer amoredesirablebalancebe-
tweenefficienoy andaccurag.

How mary handconfigurationshouldwe generate™n
our model, a hand configurationhas 20 degreesof free-
dom. Grid samplingin sucha high dimensionalspace
would be infeasible. Fortunately(at leastfor our research
goals)thereis ahighdegreeof correlationin thewaythose
degreesof freedomvary, dueto anatomicakndbehaioral
constraints[12] and[17] appliedPCAto handshapesap-
tured using datagloves, to reducethe dimensionalityto
eight and seven dimensionsrespectiely. However, even
with seven dimensions,discretizing each dimensionto,
say five values,would yield about80000configurations,
whereadliscretizingto 10 valueswould yield 100 million
configurations. We can usethe latter figure as an upper
boundfor our estimate.

In[17] thesystenmuses28basichandconfigurationsand
expectseachobsened shapeto belongto the linear man-
ifolds spannedy ary two of the basisconfigurations.If
thatassumptioris valid, we have 378 pairsof basicshapes,
andif we samplebetweenoneand20 pointsin eachline
segmentconnectingtwo basicshapesve getroughly be-
tween400 and 8000 configurations.We canconsiderthe
number400 to be a lower boundon the numberof hand
shapeshatwe shouldincludein our database.

To sumup, it seemsthat we needbetween400 and
100,000,00&GhapesOhviously moreresearctandexperi-
mentsareneededo narrawv thisrange.Systemsincluding
ourown, haveusedrom aboutl00to about4000views per
shapebut smalleror largervaluesfor thatnumbemayturn
outto bepreferable So,thenumberof imagesequiredfor
a densesamplingof the handconfigurationspacecanbe
in thetensof thousandst thelower endor in thetrillions
atthe higherend. Note that, for eachview, we only need
to save thefeaturevectorthatwe will usefor matching.If
the total numberof views is lessthana million, we may
be ableto save the views themseles. However, if it is in
therangeof trillions, theneven sarzing a low-dimensional
featurevectormayrequirea prohibitiveamountof storage,
atleastgiventhecurrentstateof theartin storagedevices.

The time compleity of the problemmustalso be ad-
dressedif we wantto implementa real-life system. Our

currentsystemfocuseson spacecompleity andmatching
issuesput we discussssuegelatedto time compleity in
Section?.

4 Synthetic Versus Real Training Data

In ary supervisedearningmethod,one hasto provide
groundtruth for thetraining data. Manuallabelingcanbe
prohibitive when the size of the training set reachegshe
orderof hundredsf thousands A big advantageof syn-
thetic training setsis that the labeling of the datacanbe
doneautomatically This allows researcher® usetraining
setsthatare ordersof magnitudedargerthanwhatwould
befeasiblewith manuallabeling.

In our particulardomain,a real training setcontaining
views of thousand®f handshapesisinghundredf dif-
ferentviewing parametergor eachshapewould also be
very hardto collect. For onething, it would requirete-
dioushumaneffort to generatesamplef the appropriate
shapes. It would also require sophisticatednulticamera
setupghat,at presentaredefinitelynot commodityitems,
even for researchinstitutions. Renderingsyntheticmod-
els circumwentstheseproblemsand makesthe generation
of large training setsrelatively effortless. The only limit-
ing factorsremainingarethe time to generatehe training
views andthespaceo storethem.

We shouldnotethatusingsynthetictraining views can
alsohave disadwantages.The modelandthe renderingal-
gorithm may ignore certainaspectof the appearancef
real-life objects(seeFigures2, 3). Thehandmodelthatwe
use,for example,doesnot modelhandtexture; therefore,
it cannotbe usedfor atasklike learningthe appearancef
palmwrinklesasthefingersbend.Althoughwe have only
usedsynthetictraining so far, we may well decideto use
realimagedor someaspect®f thetrainingin thefuture.

5 Edge-Based View Matching

In Section2 we proposeda framework for estimating
handposefrom asingleview by finding matchesn alarge
databasef views. We have built anexperimentabysternin
orderto evaluatethefeasibility of thisframework. Ourgoal
wasto seewhatkinds of performanceve could getusing
afairly large setof training views anda simple similarity
measure.

We generatedynthetiadatausingacommerciallyavail-
ablehandmodel[16]. A handshapen this modelhas20
degreesof freedom,that specifythe joint anglesbetween
neighborindinks. We used26 differenthandshapesEach
shapewasrenderedrom 86 viewing directions,sampled
uniformly from the surfaceof the 3D view sphere.From
eachviewing directionwe obtained48imagesgachcorre-
spondingto a differentimageplanerotation. We normal-
izedeachview for scale enforcingthatthe maximumdis-
tancebetweerary two contourpointsbe 192 pixels. Over-



Figure 2: Threeof the 26 basicshapesusedto generate
trainingviewsin our database.

M

Figure3: Threedifferentviews of the samebasicshape.

all, we generated. 07328training views. Figure2 showvs
someof the handshapesandFigure3 shawvs a handshape
renderedisingdifferentviewing parameters.

We use edgesas imagefeatures,becausesdgesoffer
someinsensitvity to lighting conditionswhile still carry-
ing enoughinformationto estimatehe pose.We make the
latter claim after having looked at numerousedgeimages
oursehes,andhaving verifiedthatwe could easilytell the
underlyinghandposein mostof the cases. Figure 4 in-
cludesexamplesof edgeimages.

For our syntheticviews, edgeextractioncanbe donein
anoise-freewvay. Eachpixel is labeledwith thelink thatit
belongsto. A borderbetweerdifferentlinks is considered
to beanedge unlesst is identifiedwith ajoint connecting
neigbboringlinks. In our inputimagessuchbordersthat
correspondo joints do not give rise to particularlystrong
edges.

Realimagesusedfor testingare preprocessedy sey-
mentingthe handusingskin detection6], andby normal-
izing the scaleof the sgmentechand.Edgesareextracted
usinga Canry detectoy implementedn Intel's OpenCV
programmindibrary [5].

We usethechamferdistancd1] to estimatehe similar
ity betweertwo edgeimages.

6 Experimental Results

We testedour systemwith 28 realimages. We estab-
lishedgroundtruth for our testimagesasfollows: for each
input imageA, we manuallyidentified the training view
B thatwasthe mostsimilarto it. We considered training
view C to beacorrectmatchfor A if it camefrom thesame

Figure4: First column: Input images,for which correct
matcheswerefoundin the top ten matches.Secondcol-

umn: The resultof the Canry edgedetectoron thoseim-

ageg(dueto downsamplingthe quality of thesereproduc-
tionsis notgreat).Third column: Thecorrectmatcheghat
werefoundfor theinputimages.

handshapeasB andits viewpoint parametersvere close
to theviewpointparametersf B (within 30 degreesijn the
L, distance). Using this definition, for eachof our test
imagesthereexistedabout40 correctmatcheson average,
outof atotal of 107328possiblematches.

We alsowantedto evaluatetheextentto whichincorrect
matchesverecausedy inaccuracies theCanry detector
output,andthe extentto which they werecauseddy using
asimilarity measurdasednthechamferistance There-
fore,we generatec secondsetof edgeimagesfor ourtest
set,in whichwe manuallyidentifiededges.

Theresultsareshavnin Tablel. Somecasesvherecor-
rectdatabaseiews werefoundin thetop tenmatchesare
shawvn in Figure4, whereassomecasesvheretherewere
no correctviews in thetop thousandnatchesareshavnin
Figure5.

We wereactuallysurprisedo find that, for almosthalf
ourinputimagesgcorrectmatchesverefoundin thetopten
matches.We considerthatresultvery encouraginggiven
the fact that we usedoff-the-shelffeatureextraction and
similarity measurenodules.At the sametime, the results
with themanually-luilt edgeimagesdemonstratéhateven
perfectedgedetectionwill not yield much betterresults
if we keepour currentsimilarity measure.lf we wantto
continueusing edge-basefkatures,a more sophisticated



Rank Manualedges| Canry edges
1-10 12 13
11-100 9 6
101-1000| 6 6
1001- 1 3

Table 1: Experimentalresults. For eachrank rangeand
eachedgeextractionmechanismyve indicatethe number
of testimagesfor which the highestrankingcorrectmatch
hadarankin thegivenrange.

Figure5: Testimagesfor which the highestrankingcor-
rect matchhad a rank greaterthan 1000. First column:
Original images: Restof the columns: Falsematchedor
thoseimagesyankingin thetop 10.

similarity measurds necessaryo improve performance.

We discusghisissuein Section?.

Our experimentsfocusedon the issuesof spacecom-
plexity andfeatureextraction.We did notaddressssuesof
time complity. No particularoptimizationswere made

andeachtestimagewascomparedvith all trainingimages.

That procesgook about25 minutesper testimage,using
a C++ implementatioron a PC with a 1GHz Pentiumlll
processoand1GB RAM. Ongoingwork focuseson time
complity aswell, asdescribedn the next section.

7 Ongoing and Future Work

The chamferdistancegives equalimportanceto every
edgepixel, andtreatsit asan isolatedentity. Thereis a
rangeof featureghatareformedby groupsof edgepixels
(e.g.,straightlines, “finger-like” protrusions;finger-like”
edgegroups) someof eachareeasyto detect.Thisis illus-
tratedby Figure6, whichshovs someresultsof avery sim-
ple finger detectorthat we developed. That detectorcon-
sidersa contourprotrusionto beafingerif its length/width
ratio exceedsa giventhreshold.We arecurrentlyworking
on contourandedge-basedaysto detectfingers.Explicit
informationaboutfingerscanbe usedto build more dis-
criminatingsimilarity measureandreducethe numberof
falsematchesOnecaneasilysee for example thatseveral

Figure 6: A simplefinger detector: Contourprotrusions
whoselength/widthratio exceedsa thresholdare consid-
eredto befingers.Theblueline shavs the detectedxtent
of the finger andthe orangecrossshaows the detectedin-

gertip.

falsematcheshavnin Figure5 displayeasilydetectedin-
gerprotrusions A similarity measurghatwould take into
accounthe length,positionandorientationof protrusions
shouldbeableto eliminatesuchfalsematches.

Furthermore,featureslike finger parameteranay be
usefulin building index tablesfor our training views, that
would guidethe searchtowardsthe mostlik ely candidates.
Fastrejectionof mary candidatesnayalsobefeasibleus-
ing featuredike Hu momentscentralmoments gdgeori-
entationhistogramsor theshapdeaturedescribedn [14].
Matching basedon suchfeaturesis ordersof magnitude
fasterthancalculatingchamferdistancesWhatwe planto
determineaxperimentallyin the shorttermis the extentto
which suchfeaturesanbeusedto eliminatefalsematches
while preservinghecorrectones.

It is alsoimportantto take a closerlook at the issueof
the necessaryumberof training views. As discussedn
Section3, the right answerfor a generalpurposesystem
is somavherebetweensometensof thousandsand some
trillions of views, usingbetweer00and100million hand
shapesWe needto find waysto estimatehoserangesn a
moreeducatedvay andfind morespecificanswersin the
shorttermwe planto extendourtrainingsetto includehun-
dredsof differenthandshapesWe do believe that,evenif



it turnsoutthatafew hundredshapesretoofew for agen-

eral purposesystem systemdrainedon thatmary shapes
canstill find applicationsn several handposeestimation
andgesturaecognitiondomains.

8 Conclusions

We have suggestedh generalframework for 3D hand
poseestimationfrom a single image, using appearance
basedmatchingwith a databasef syntheticviews. The
useof syntheticimageslets us obtainvery large training
sets,with groundtruth information. Our initial feasibility
studyshaws thatthis is a promisingapproach.In our ex-
perimentalresults,for almosthalf of the testimagesthe
systenretrieved correctviews in the top tenmatchesgde-
spite the large size of our databaseand the use of fairly
simplefeatureextractionand matchingmechanismsWe
describeour ongoingand future work to improve perfor
mance py usingevenmoretrainingdata,performingmore
elaboratébottom-upprocessingf handimagesandbuild-
ing index tablesto speedupthesearch.
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