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Abstract—This paper proposes a method for detecting object classes that exhibit variable shape structure in heavily cluttered images.

The term “variable shape structure” is used to characterize object classes in which some shape parts can be repeated an arbitrary

number of times, some parts can be optional, and some parts can have several alternative appearances. Hidden State Shape Models

(HSSMs), a generalization of Hidden Markov Models (HMMs), are introduced to model object classes of variable shape structure using

a probabilistic framework. A polynomial inference algorithm automatically determines object location, orientation, scale, and structure

by finding the globally optimal registration of model states with the image features, even in the presence of clutter. Experiments with

real images demonstrate that the proposed method can localize objects of variable shape structure with high accuracy. For the task of

hand shape localization and structure identification, the proposed method is significantly more accurate than previously proposed

methods based on chamfer-distance matching. Furthermore, by integrating simple temporal constraints, the proposed method gains

speed-ups of more than an order of magnitude and produces highly accurate results in experiments on nonrigid hand motion tracking.

Index Terms—Object detection, shape modeling, probabilistic algorithms, dynamic programming.
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1 INTRODUCTION

AN important problem in computer vision is detecting
objects in the presence of noise, clutter, and occlusions,

and registering their shape with a model. It is desirable to use
rich models that can capture a large range of possible object
variations and efficient methods that can register such models
with an image. This paper introduces a detection algorithm
that is explicitly designed for a large category of object classes,
where existing detection methods are not applicable: object
classes that exhibit variable shape structure. In this paper, we
use the term “variable shape structure” to characterize object
classes with any of the following properties:

. Some object parts can be repeated an arbitrary
number of times, for example, the teeth of the hair
combs and leaves on the branches in Fig. 1. The
number of repetitions is not known a priori and can
be different for different objects of the same class.

. Some object parts may be present or not present. For
example, in the rightmost branch shown in Fig. 1,
one of the leaves on the right side of the stem is
missing. The leaf does not appear in the image
because it either does not exist, or it is completely

occluded. In both cases, the object belongs to the
class “branch,” even if typical instances of this class
are branches without missing leaves.

. Some object parts can appear in alternative ways.
Examples are the parts of articulated objects such as
the hands in Fig. 1, where each finger appears totally
extended, partially bent, or completely hidden.

Object classes of variable shape structure are frequently
encountered in both man-made and natural objects. Blood
vessels in the retina, airway ducts in the lung, and dendrites in
the nerve tissue are examples of biological objects with
variable structure. Detecting such objects is important for
tasks like diagnosing lung cancer or diseases of the retina.
Roadways and waterways in aerial images are also examples
of objects that have variable structure.

To model object classes of variable shape structure, we
have introduced Hidden State Shape Models (HSSMs) [1], a
generalization of Hidden Markov Models (HMMs) [2]. In
HSSMs, alterative appearances of each object part are
modeled by different model states. Using HSSMs, an object
in an image can be localized and the shape structure of the
object can be simultaneously identified by stepwise regis-
tration of these model states with the parts of the object. The
computational complexity of this registration process is
polynomial in terms of the total number of the model states
and the total number of the observed features in the image,
even in the presence of a significant amount of clutter.

The method proposed in this paper builds on top of the
original HSSM method [1]. Although the previous method [1]
assumed that the scale of the object was known, the proposed
method can handle more general realistic scenarios, where
the object’s scale in the image is not known a priori. In
particular, the main contributions we make in this paper are
summarized as follows: A unified probabilistic framework is
formulated for object localization and structure identification
(Section 4). Within this framework, we demonstrate how the
bias for the shortest registration sequence that is inherent in
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traditional HMM formulations is corrected by a novel “object-
clutter model.” In addition, a segmental HMM formulation
[3], [4] is introduced to model the “duration probability” of
each model state so that the optimal combination of the object
part scales is estimated. A polynomial inference algorithm
automatically determines object location, orientation, scale,
and structure by finding the globally optimal registration of
model states with the image features, even in the presence of
clutter (Section 5). Object scale is determined by evaluating
registrations obtained at different scales. Our paper also
provides a detailed approach for implementing the above
framework (Section 6).

Experiments with real images of branches of leaves and
hands demonstrate that the proposed method can localize
objects of variable shape structure with high accuracy;
improving upon the results we obtained using the original
HSSM formulation [1]. For the task of hand shape localization
and identification, the proposed method is also significantly
more accurate than previously proposed methods based on
chamfer-distance matching [5], [6]. Furthermore, by integrat-
ing simple temporal constraints, the proposed method gains
speed-ups of more than an order of magnitude and produces
highly accurate results in experiments on nonrigid hand
motion tracking.

2 RELATED WORK

A large amount of work in computer vision addresses the
issue of detecting deformable object shapes in images [7],
[8]. Shock graphs [9] and the Flexible Object Recognition
and Modeling System (FORMS) [10] can be used to fit
deformable models to silhouettes extracted from images,
but these methods are sensitive to segmentation errors that
change the topological properties of silhouettes. Such errors
are frequent in the presence of noise and clutter. Another
family of deformable models comprises of active contour
[11], [12] and shape [13] models. Even if prior information
about object shape is incorporated into such models [14],
[15], [16], [17], a deformable object in an image can typically
not be detected automatically unless a good initial align-
ment between model and image object is provided.

Methods that rely on generative models like graphical
models can be used to detect deformable shapes auto-
matically without requiring an initial guess [18], [19], [20].
When the graphical model is a sequence or a tree of nodes,
dynamic programming can be used to find a globally
optimal registration between the model and a set of possible
part locations, even in the presence of clutter [6], [21], [22],
[23], [24], [25], [26]. A limitation of dynamic programming is
that it cannot capture cyclical dependencies between shape
parts. Graphical models that use iterative inference can
capture such dependencies with the trade-off of not
guaranteeing a globally optimal solution and of additional
computational cost [18], [19], [20].

The main difference between our method and the above-
mentioned methods is that our method can be used to model
and detect object classes that exhibit variable shape structure.
We should stress that “structure variation” is not synon-
ymous with “deformation.” Objects can be totally rigid and
still exhibit variable structure, as the hair combs in Fig. 1.
Existing methods can model deformations of individual
shape parts and deformations in the spatial arrangements of
object parts; they cannot capture structure variations, for
example, a shape part that is repeated an arbitrary number of
times. Our method, in addition to modeling deformations, is
explicitly designed to model variable shape structure.

Existing methods could only be used to detect objects
with structure variation if each legal variation of the
structure would be modeled separately. However, the
approach of exhaustively modeling each variation as a
fixed structure can be computationally intractable for many
applications. For example, in the branch images shown in
Fig. 1, a unique fixed structure is determined by specifying
the number of leaves, and then specifying, for each leaf, if it
occurs on the left or the right side of the stem. The number
of possible fixed structures is exponential in the number of
leaves and, thus, the time the above methods need to check
all these structures would also be exponential in the number
of leaves. In contrast, our method captures shape variability
with a single model and provides a polynomial-time
solution for object detection.

HMMs [2] are simple and popular generative models that
are typically used to recognize temporal sequences of
observations but have also been used to recognize object
shapes [27], [28], [29]. HMM-based shape recognition meth-
ods require object segmentation as a preprocessing step and to
do not address the problem of localizing objects in clutter.

This paper describes a generative method for object
detection that finds an optimal solution with an efficient
inference algorithm. The method uses HSSMs, which can be
viewed as a superclass of HMMs. HSSMs extend the
functionality of HMMs in such a way that they can be applied
to detect objects of variable shape structure in images with
clutter and to achieve object localization and structure
identification simultaneously.

Complex and variable-structure shapes can also be
modeled with shape grammars. Lindenmayer systems
(L-systems) have been used successfully in computer
graphics for generating realistic images of biological shapes
[30]. A generic shape grammar is used by Felzenszwalb [31]
for the task of low-level image segmentation and grouping. A
shape grammar can be used to improve the accuracy of
rectangle detection in images [32]. The main difference
between these methods [30], [31], [32] and the proposed
method is that the latter, in addition to modeling object
classes of variable shape structure, also addresses the issue of
detecting instances of specific object classes in cluttered
images.

3 SHAPE MODELING WITH HSSMS

This section starts with the formal definition of HSSMs
(Section 3.1). We then explain how HSSMs can be applied to
locate an object and identify its shape structure (Section 3.2).
Finally, two important problems regarding object scale
estimation are introduced (Section 3.3).
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Fig. 1. Three object classes that exhibit variable shape structure:

branches with leaves, hair combs, and hand contours. Such classes can

be naturally modeled with an HSSM.



3.1 Terminology and Notation

Designing an HSSM consists of the following two steps:
First, a set of model states is specified, where each state
corresponds to a possible part of the object shape. Second,
probability functions are introduced to evaluate the like-
lihood of a match between a sequence of image features and
a sequence of model states. More formally, an HSSM is
specified by the following elements:

. SS ¼ fs1; . . . ; sMg. A set of states that include M object
part labels fs1; . . . ; sMg. Each state is associated with
an object component.

. IE. A subset of SS that defines legal end states of the
HSSM.

. �ðsiÞ. The probability that state si is the initial state.

. Aðsi; sjÞ ¼ pðsjjsiÞ. The state-transition function that
represents the probability of transitioning from state si
to state sj.

. Bðf; siÞ ¼ pð�jsiÞ. The state observation function that
represents the probability of observing feature f
with appearance � in state si.

. �ðf 0; f; sj; siÞ ¼ pðy0jy; sj; siÞ. The feature transition
function that represents the probability of observing
some feature f 0 at location y0 in state sj given some
other feature f was previously observed at location y
in state si, where si could be equal to sj if both f , f 0

belong to the same object part.
. Dð‘; si; !Þ ¼ pð‘jsi; !Þ. The state duration function that

represents the probability of continuously observing
‘ features in state si under the given object scale !.
Such a function D is used in the segmental HMM
framework [3], [4]. The sequence of features ob-
served in a state is called a segment.

Detailed definitions of probability functions �, A, B, � , and
D will be given in Section 4.

Given a test image I, we assume that a set of K features

IF ¼ ff1; . . . ; fKg has been extracted by some feature extrac-

tion method. We define QQ ¼ ðq1; . . . ; qnÞ to be a sequence of

n model states and OO ¼ ðo1; . . . ; oLÞ to be a sequence of

L observations, where each qi 2 SS and each oi 2 IF. We use

the term “segment” for a subsequence of observations.
Notation Od

j denotes a segment ðoj; . . . ; ojþd�1Þ of length d in
observation sequence OO. We use notation ðOd

j : qiÞ to
represent a segment-state pair, specifying that segment Od

j

is matched with model state qi. A registration RQQ;OO between
the HSSM and the set IF of image features is defined as an
ordered sequence of segment-state pairs, that is,

RQQ;OO ¼ ½ðOd1
1 : q1Þ; ðOd2

d1þ1 : q2Þ; . . . ; ðOdn
L�dnþ1 : qnÞ�

¼ ½ðo1; . . . ; od1
: q1Þ; ðod1þ1; . . . ; od1þd2

: q2Þ; . . . ;

ðoL�dnþ1; . . . ; oL : qnÞ�:
ð1Þ

Since we model each object part with a specific model state,
a registration thereby specifies which image features
correspond to which object parts and, consequently, those
features that are not matched with any model state are
labeled as clutter. We use the term registration length for the
length L of the sequence of features matching with the
states of the HSSM.

Our goal is to optimally register a sequence of image
features of an object of unknown structure, location, and
scale to a sequence of states of an HSSM that represents the
object class. The “globally optimal registration,” denoted as
Ropt, is the most likely registration, which maximizes a joint
probability function between image features IF and the states
of the HSSM. Since the number of all possible registrations is
exponential, exhaustive search for this maximum is gener-
ally intractable. We give a detailed derivation of the joint
probability function based on the definitions of probability
functions �, A, B, � , and D and show how the joint
probability can be maximized via a polynomial-time algo-
rithm using dynamic programming (Section 5).

3.2 Some Examples of Shape Modeling Using
HSSMs

Now, we provide, using some examples, an intuitive
description of how HSSMs can be used to model objects of
variable shape structure. In particular, we provide example
HSSMs for modeling object classes “branch” and “hand.”
Their respective state-transition diagrams are given in
Figs. 2a and 3a, the features extracted from the input images
are shown in Figs. 2b and 3b, and the registration results are
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Fig. 2. Modeling the variable-structure class “branch with leaves” and detecting an instance of this class in an edge image. (a) State transition
diagram of the HSSM “branch with leaves” that defines the states of the model and the legal transitions out of each state. State s1 models the stem of
the branch, states s2; . . . ; s7 model the leaves on the left side of the stem, states s8; . . . ; s13 model the leaves on the right side, and states s14; . . . ; s19

model the top leaf. State s19 is the only legal ending state. (b) Edge image that contains a branch of unknown structure, location, and scale, and
some clutter (star, triangle). Edge features are illustrated by line segments, for example, f1, f2, f3, and f4, and so forth. (c) An example registration of
the model with the image features that results in detection of a branch with four alternate leaves. State labels are shown next to the features that the
states in (a) were matched with. For example, features f1, f2, and f4 in (b) can be modeled by object states 1 and 2, respectively, and feature f3 as
clutter (c).



presented in Figs. 2c and 3c. For simplicity, each feature fi
corresponds to an edge pixel, and fi stores the location and
gradient orientation of that pixel.

For both HSSMs, the initial probability �ðs1Þ for state s1 is

one and for all other states is zero. The state-transition

probabilityAðsi; sjÞ is set to a positive value for all legal state

transitions and to zero for all other transitions. The observa-

tion probability function Bðfu; siÞ defines how likely it is to

observe feature fu in state si by measuring the difference

between the observed edge orientation of feature fu and the

modeled orientation in state si. The feature transition

function �ðf 0; f; sj; siÞ captures the fact that if feature f is

matched to state si and then a transition from state si to state sj
is made, the feature f 0 matched to state sj should appear in a

position near f in the image, and the translation between f

and f 0 should be compatible with the anticipated change

between the modeled locations in states si and sj. For the

example shown in Fig. 2b, we have �ðf2; f1; s1; s1Þ >
�ðf3; f1; s1; s1Þ since f2 is much closer to f1 than f3, and

�ðf4; f2; s2; s1Þ > �ðf2; f1; s2; s1Þ since the feature translation

modeled by s1 and s2 is more compatible with the translation

between f2 and f4 than between f1 and f2. Formal definitions

for the above functions are provided in Section 6. They serve

as an implementation example for the task of detecting the

object classes “branch” and “hand.”
We should stress that other HSSMs than the ones shown in

Figs. 2a and 3a could be used to represent these classes if

different types of features were chosen. For example, each fi
could correspond to the output of some object-part detector

[24], [26] like a leaf detector if the objects are branches of

leaves or a finger detector if the objects are hands. If we used

such detectors, we would design HSSMs in which each model

state would correspond to an entire leaf or finger.

3.3 Unknown-Scale and Scale-Dependency
Problems

Since the specific shape structure of the object in an image is

not known a priori, an HSSM-based object detection

method may yield ambiguous detection hypotheses, for

example, Figs. 2c, 4a, and 4b or Figs. 3c, 4c, and 4d. The

detection method needs to establish appropriate optimality

criteria to identify the best out of all valid registration

results. Here, two problems involving the scale estimation

of the object in the image need to be addressed.
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Fig. 3. Modeling the variable-structure class “hand” and detecting an instance of this class in an edge image. (a) State transition diagram of the
HSSM “hand.” State s1 models the right boundary of the palm, states s2; . . . ; s4 model the outline of the thumb. States fs5; s6; s7g, fs9; s10; s11g,
fs13; s14; s15g, and fs17; s18; s20g, respectively, model the shapes of other four fingers when they are extended, and states s8; s12; s16; s19 model the
occluding boundary of each finger when they are hidden. State s20 models the left boundary of the palm and is the only legal ending state. (b) Edge
image that contains a hand of unknown structure, location, and scale, and some clutter. (c) An example registration of the model with the image
features that results in the detection of the hand with three extended fingers. State labels are shown next to the features that the states in (a) were
matched with (labels of clutter are not shown for clarity).

Fig. 4. An illustration of the unknown-scale problem (a) and (b), and the scale-dependency problem (c) and (d) using the HSSMs “branch” and
“hand.” (a) and (b) Registration results for a branch with two (a) and three (b) leaves. The proposed method resolves the ambiguity by determining
which of these candidate registrations, including the branch with four leaves shown in Fig. 2c, corresponds to the optimal object scale. (c) and
(d) Registration results describing a hand with four (c) and three (d) fingers. The proposed method resolves the ambiguity by determining which one
of the results, including the three-finger hand shape in Fig. 3c, corresponds to the most reasonable hand shape.



The first problem, called the unknown-scale problem (Fig. 4a

and 4b), is that the number of image features that should

match the model is not known a priori, that is, the registration

length is not known a priori. For example, considering the

registration results shown in Figs. 4a, 4b, and 2c, branches

with two, three, or four leaves were detected by matching

image feature sequences of different lengths to legal

sequences of states. The unknown-scale problem consists of

determining which of the valid registrations is optimal—

here, it is the four-leaf branch in Fig. 2c.
The second problem, called the scale-dependency problem

(Fig. 4c and 4d), is that a registration may be composed of

many locally well-matching features but still not represent a

globally meaningful result, because it contains extremely

unlikely combinations of object part scales. Examples are

given in Fig. 4c (little finger is too long) and Fig. 4d

(forefinger is too long). The scale-dependency problem

consists of correctly estimating the scales of different object

parts and identifying their most likely configuration—here,

it is the two-finger hand in Fig. 3c.
When the shape structure of an object is known, traditional

methods [33], [6] often applied an iterative and coarse-to-fine

process to locate the object at the optimal scale. In our

situation, the shape structure of the object is not known a

priori. Shape structure variations may be coupled with

changes of the object scale (Fig. 4). Traditional multiscale

approaches and the accompanying normalization strategy

cannot be applied here, since they would always favor the

detection result that includes the fewest matching features, as

we will explain later (Section 4.2). The above problems are

therefore more general—and difficult—than they may

appear initially.

4 OBJECT LOCALIZATION AND STRUCTURE

IDENTIFICATION WITH HSSMS: A PROBABILISTIC

FRAMEWORK

In this section, we formulate a unified probabilistic

framework that can be used to find the optimal registration

between model states and object features. The unknown-

scale and scale-dependency problems are addressed by

this framework.

4.1 Formulation of Probabilistic Framework

We describe our problem with the graphical model in Fig. 5, a

Bayesian network [34] in which the nodes represent random

variables and arcs represent conditional dependencies. The

first layer QQþ ¼ ðq1; . . . ; qn; qcÞ consists of the sequence QQ of

n random variables that model states in SS and a special

random variable qc that models clutter.1 We require a

state s 2 IE to be assigned to random variable qn to guarantee

that the last model state of a registration is a legal ending

state. We also require qc ¼ c, where c is the label associated

with clutter.
The second layer OOþ ¼ ðo1; . . . ; oL; foLþ1; . . . ; oKgÞ con-

sists of a sequence OO of L observations of object features and a

set of unordered observations OOc ¼ foLþ1; . . . ; oKg of clutter

features, where each state oi is assigned a feature f 2 IF and

where K ¼ jIFj is the total number of image features. Each

state qi, for 1 � i � n, is associated with a random variable di
that specifies the length of an observation segment. That is,

each object component is composed of di object features, and

the total length of the object outline is L ¼
Pn

i¼1 di.
Given an instantiation of the above Bayesian network,

each observation oi can either be registered to an object state

s or assigned the label c for clutter. Thus, the set of all

features IF is partitioned into the set of features IFo that

belong to the object and the set of features IFc that are due to

clutter, that is, IF ¼ IFo [ IFc. The assignment process

uniquely defines the registration

RQQ;OO ¼ ðOd1
1 : q1Þ; ðOd2

d1þ1 : q2Þ; . . . ; ðOdn

L�dnþ1 : qnÞ
h i

by specifying the correspondence between states and

observations with the set of parameters

� ¼ f½q1; . . . ; qn�; ½d1; . . . ; dn�; ½o1; . . . ; oL�g: ð2Þ

The registration can be computed by an algorithm

(Section 5) that optimizes the registration cost function

derived within the probabilistic framework as follows.
Given the graphical model defined in Fig. 5 and the

model parameters summarized by � ¼ ðSS; �; A;B; �;DÞ,
our goal is to maximize the conditional joint probability
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Fig. 5. Bayesian network for detecting objects of variable shape structure by HSSMs. Each image feature can be assigned to an object state or the

“clutter” label. Each object state can model a segment of observations. The length of the segment is specified by di. A first-order Markov process is

used to model the conditional dependencies between features that belong to the object. We assume each feature that is labeled as clutter to be

conditionally independent.

1. We use font “roman” to denote random variables, font “italics” to
indicate that the random variable has taken on a particular value.



pðQQþ;OOþÞ ¼ pðQQ;OOÞ pðqc;OOcÞ

¼ pðQQ;OOÞ
Y

oi2OOc

pðqc; oiÞ
" #

¼ pðQQ;OOÞ
QK

i¼1 pðqc; oiÞQ
oi2OO pðqc; oiÞ

" #

/ pðQQ;OOÞQ
oi2OO pðoijqcÞ pðqcÞ

;

ð3Þ

where
QK

i¼1 pðqc; oiÞ is a constant and, thus, can be omitted

and where each clutter feature is considered to be condition-

ally independent. The foreground conditional probability is

pðQQ;OOÞ ¼ pðq1Þ
Yn

i¼1

pðqijqi�1Þpðdijqi; !ÞpðOdi
j¼�ðiÞþ1jqi; qi�1Þ

h i

¼ pðq1Þ
Yn

i¼1

Aðqi�1; qiÞDðdi; qi; !ÞpðOdi
j¼�ðiÞþ1jqi; qi�1Þ

h i
ð4Þ

with segmental observation probability

pðOdi
j¼�ðiÞþ1jqi; qi�1Þ ¼

�ðo�ðiÞþ1; o�ðiÞ; qi; qi�1Þ
Y�ðiÞþdi

j¼�ðiÞþ1

Bðoj; qiÞ
Y�ðiÞþdi

j¼�ðiÞþ2

�ðoj; oj�1; qi; qiÞm;

ð5Þ

where function �ðiÞ ¼
Pi�1

k¼1 dk represents the length of the

observation sequence before the ith state is matched. Note

that we introduce notations A, B, D, and � , as defined in

Section 3.1, to replace the corresponding probability terms in

the above equation. Parameter ! specifies the object scale, as

in Section 3.1. Also, for notational convenience, we define

�ð1Þ ¼ 0 and pðq1jq0Þ ¼ pðo1jo0; q1; q0Þ ¼ 1. Appearance and

location of feature oj are assumed independent given state qi.

We require that qi and qi�1 are instantiated with different

model states.

By expanding (3) using (4) and (5), we obtain

pðQQþ;OOþÞ ¼ �ðq1Þ
Yn

i¼1

(
Aðqi�1; qiÞDðdi; qi; !Þ

Y�ðiÞþdi

j¼�ðiÞþ1

Bðoj; qiÞ
Bðoj; qcÞpðqcÞ

�ðoj; oj�1; qi; qi0 Þ
� �)

;

ð6Þ

where i0 ¼ i� 1 when j ¼ �ðiÞ þ 1 and i0 ¼ i otherwise.

By taking the negative logarithm of (6), we obtain a cost

function for registration RQQ;OO

CðRQQ;OOÞ ¼

� ln�ðq1Þ �
Xn

i¼1

(
lnAðqi�1; qiÞ þ lnDðdi; qi; !Þ þ �ðdiÞþ

X�ðiÞþdi

j¼�ðiÞþ1

ln
Bðoj; qiÞ
Bðoj; qcÞ

þ ln �ðoj; oj�1; qi; qi0 Þ
� �)

;

ð7Þ

where function �ðdiÞ ¼ di ln pðqcÞ is a linear function of di.
Our optimization algorithm (Section 5) finds optimal

values for the set of parameters � so that (7) is minimized

(or (6) is maximized). Accordingly, we define the globally

optimal object registration Ropt as

Ropt ¼ arg max
RQQ;OO

pðQQþ;OOþÞ ¼ arg min
RQQ;OO

CðRQQ;OOÞ: ð8Þ

The optimal registration specifies the set of object features
IFo and their ordering simultaneously.

When each d1; d2; . . . ; dn ¼ 1 in (7), we can define a
simplified cost function for RQQ;OO

C0ðRQQ;OOÞ ¼ � ln�ðq1Þ

�
Xn

i¼1

flnAðqi�1; qiÞ þ ln
Bðoi; qiÞ
Bðoi; qcÞ

þ ln �ðoi; oi�1; qi; qi0 Þg;

ð9Þ

where qi�1 and qi can be instantiated with any state s 2 SS
possibly with the same state. This simpler cost function
corresponds to an HSSM with no segmental components
and can be minimized with less expensive computations
than (7) using the optimization algorithm that was
described in the original HSSM method [1].

4.2 Discussion of Probabilistic Framework and
Relation between HSSMs and HMMs

The above derivation of a probabilistic framework for object
detection with HSSMs is aligned with traditional derivations
involving HMMs, in particular, segmental HMMs. In the
discussion of this framework, we therefore focus on the
differences to the traditional approach and stress our three
main contributions. We explain how our design choices
address the problems of 1) separating the object from clutter
by determining the optimal registration length, 2) identifying
the object shape from an unordered set of images features,
and 3) determining the optimal scales of the object parts.

4.2.1 Handling Clutter

The traditional HMM-based recognition algorithm matches
each observation to a model state [2]. In our object detection
scenario, however, only a subset of the image features IF may
actually match the object model, whereas many (possibly
most) observations will correspond to clutter. Note that once
the optimal length of the registration is determined, we solve
the unknown-scale problem and separate the object from
clutter. This is because the unmatched features that are
excluded in the registration are automatically considered
clutter. However, we cannot use traditional HMMs for this
problem because their probability of recognition is defined
only for registered features, not for features that are excluded
in the registration. Moreover, including an observation-state
pair in a registration always decreases the overall recognition
probability. Hence, the traditional HMM formulation [2] is
inherently biased toward short registrations and cannot be
applied here.

The key motivation in our formulation is that a correct
probability formulation should explain the same number of
input features so that the costs that are associated with
different registrations can be consistently defined. For the
current application, instead of only explaining the features
included in the registration, an ideal formulation should
also explain the features that are excluded in the registra-
tion. In this way, the probability formulation always
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explains all features that were extracted from an image for
different candidate registrations.

In our formulation (6), the registration process either
explicitly assigns each feature to an object state or gives to the
feature the label “clutter.” As opposed to maximizing pðojqÞ
in traditional HMM formulations, we maximize the like-
lihood ratio pðojqÞ=pðojqcÞ. Incorrectly assigning an object
feature to clutter or a clutter feature to an object state is
penalized. For instance, when a feature is more likely to be
explained by the object model than the clutter, probability
ratio pðojqÞ=pðojqcÞ > 1 allows the overall registration prob-
ability defined in (6) to be increased; when a feature is more
likely to be explained by the clutter than the object model,
probability ratio pðojqÞ=pðojqcÞ < 1 decreases the overall
registration probability. In other words, with HSSMs, adding
an observation-state pair to a registration may decrease or
increase the overall registration cost, whereas with traditional
HMMs, this cost can never decrease. Therefore, our method
does not suffer from bias toward registrations that are short or
registrations of a particular length.

Modeling of the background or clutter in an image has
been useful in many detection systems. The work by
Sidenbladh and Black [35] showed that modeling back-
ground-foreground statistics simultaneously can improve
robustness and accuracy when tracking complex human
motions. Paragios and Deriches [36] incorporated a like-
lihood ratio between background and foreground observa-
tions in a level set formulation and achieved promising
image segmentation results. Our motivation here is differ-
ent from the above works in the sense that by accounting for
the appearance of both the object and clutter, we solve the
length-bias problem in traditional HMM formulations and
determine the optimal registration length automatically.

4.2.2 Imposing an Ordering on Object Features

Traditional HMMs [2] were used to recognize temporal
sequences of observations, where observations have a natural
ordering based on the time they were observed. In our
problem, however, the set IF of features is unordered. Our
probabilistic framework requires that the observations are
instantiated by an ordered sequence of features. To provide a
mechanism for comparing different possible feature order-
ings, we introduced a feature transition function � , which is
absent in the traditional HMM formulation [2].

The function � is useful in situations where, given two
consecutive states si and sj, there may be two features f and f 0

such that probabilitiesBðf; siÞ andBðf; sjÞ are very high, but
features f and f 0 have some combined property that makes it
unlikely for them to be consecutively observed in states si and
sj. To further explain this concept, we refer to the HSSM
defined in Fig. 2. Function pð�js1Þ measures the observation
likelihood by comparing the edge orientation at f with the
orientation modeled by state s1, which corresponds to the
upright orientation. Without the feature transition function � ,
registration ½ðf1 : s1Þ; ðf2 : s1Þ� is as likely as registration
½ðf1 : s1Þ; ðf3 : s1Þ�, since f1, f2, and f3 all have the same
upright orientation. However, with an appropriately de-
signed feature transition probability function � , the difference
between successively observed features can be taken
into account. A sequence that involves an unlikely transition,
for example, ½ðf1 : s1Þ; ðf3 : s1Þ�, is penalized with a high

registration cost. A transition between observed features that
is compatible with the transition modeled by successive
states, for example, ½ðf1 : s1Þ; ðf2 : s1Þ�, is likely and, thus,
yields a low registration cost.

We note that instead of using a function � to model
consecutive features, an alternative is to expand the state
space so that each state explicitly corresponds to a specific
feature position and orientation.

4.2.3 Determining Scales of Object Parts

As we described in Section 3.3, a desirable observation-state
registration must comply with certain scale constraints
between the shape parts of the object to be located (see
Figs. 3c, 4c, and 4d). In order to solve the scale-dependency
problem, we adopted the segmental HMM formulations in (6)
to model the “duration behavior” of each object state, that is,
how many features may be continuously observed in the
same state.

In a segmental HMM, a single state qi models a sequence
of (similar) observations, that is, the segment, and their
dependency relations. The modeling of such extra con-
straints is absent in traditional HMMs [2]. In (6), by
specifying a common reference scale ! for the state duration
probability pðdjq; !;DÞ, we explicitly model how likely an
object part may appear at a particular scale. By this means,
we can incorporate the dependencies of the scales of
different object parts as additional constraints into the
registration process and, thus, achieve meaningful results.

A segment-based registration strategy has been shown
more effective and accurate than traditional HMMs [2] in
speech recognition applications [4]. However, to our
knowledge, it has not been applied for shape modeling in
object detection applications.

5 HSSM-BASED METHOD FOR FINDING OPTIMAL

REGISTRATION IN CLUTTER

Given an HSSM model � ¼ ðSS; �; A;B; �;DÞ and a set of
features ff1; . . . ; fKg extracted from image I, our goal is to
find the globally optimal registration Ropt (8). This is
equivalent to finding an optimal set of parameters � ¼
f½q̂1; . . . ; q̂n�; ½d̂1; . . . ; d̂n�; ½ô1; . . . ; ôL�g, that is, states, state
durations, and feature orderings so that the registration cost,
as defined in (7), is minimized. We derived a dynamic
programming method that finds the optimal sequence of
states, as in the Viterbi algorithm, but also explicitly
evaluated different state durations and feature orderings.
The key difference between our algorithm and the standard
Viterbi algorithm is that we added two extra dimensions to
the search space.

We introduce notation Rtðj; ‘; vÞ to represent a registra-
tion satisfying the following constraints:

1. The length of registration Rtðj; ‘; vÞ is t.
2. The last observation segment O‘

t�‘þ1 in registration
Rtðj; ‘; vÞ has length ‘ and is matched with state sj.

3. The last observation ot in registration Rtðj; ‘; vÞ is
instantiated with feature fv.

We then define the quantity

�tðj; ‘; vÞ ¼ min
Rtðj;‘;vÞ

CðRtðj; ‘; vÞÞ: ð10Þ
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Note the notation differences: the traditional Viterbi

algorithm [2] computes the recognition probability �tðjÞ as a

function of registration index t and state j, whereas our

algorithm computes the registration cost �tðj; ‘; vÞ as a

function of registration index t, state j, state duration ‘, and

feature v. To simplify notation, we abbreviate the terms of (7)

as follows: �i :¼ � ln�ðsiÞ, Aij :¼ � lnAðsi; sjÞ, ~BiðuÞ :¼
� ln Bðfu;siÞ

Bðfu;cÞ , �ijðu; vÞ :¼ � ln �ðfv; fu; sj; siÞ, and Dið‘Þ :¼ � ln

Dð‘; siÞ þ �ð‘Þ. We omit the scale parameter ! in the duration

function D since it is provided as an input and, thus, is not

part of the optimization task. To find the optimal registration

Ropt, we need to keep track of the set of parameters � that

minimizes (7), which is achieved via an array . A variable� is

used to store intermediate costs. Note that M is the total

number of model states,K is the total number of features, ‘max
is the maximum number of features that can be observed in a

state, and Tmax is the maximum registration length that we

allow in practice.

HSSM-BASED REGISTRATION ALGORITHM

. Initialization. For t ¼ 1, 1 � j �M, 1 � v � K:

�1ðj; 1; vÞ ¼ �j þ ~BjðvÞ þDjð1Þ;  1ðj; 1; vÞ ¼ ð0; 0; 0Þ:
ð11Þ

. Recursion. For 1 < t < Tmax, 1 � j �M, 1 � ‘ � ‘max,
1 � v � K:

– if t ¼ ‘ > 1

�tðj; ‘; vÞ ¼ �j þDjð‘Þ þ ~BjðvÞ
þ min

1�u�K
½ ~BjðuÞ þ �jjð1; u; t; vÞ�

– if t > ‘ � 1

�tðj; ‘; vÞ ¼ Djð‘Þ þ ~BjðvÞ

þ min
1�i�M;i 6¼j

n
min

1<	<t�‘
min

1�u�K
½�t�‘ði; 	; uÞ

þ �ijðt� ‘; u; t; vÞ� þAij

o
;

ð12Þ

where

�ijðt0; u; t; vÞ ¼
�ijðu; vÞ; if t0 ¼ t� 1

min
1�w�K

½�ijðt0; u; t� 1; wÞ þ ~BjðwÞ

þ �jjðw; vÞ�; if t0 < t� 1:

8><
>:

ð13Þ

Accordingly,

 tðj; ‘; vÞ ¼
ði�; 	�; u�Þ; if ‘ ¼ 1
ðj; ‘� 1; w�Þ; if ‘ > 1;

�

where ði�; 	�; u�Þ are the optimal values that

minimize (12) and w� is the optimal value that

minimizes (13).

. Termination. t ¼ Tmax

CðRoptÞ ¼ min
t;j;‘;v

�tðj; ‘; vÞ s:t: sj 2 IE; ð14Þ

ðt�; j�; ‘�; v�Þ ¼ argmin
t;j;‘;v

�tðj; ‘; vÞ s:t: sj 2 IE: ð15Þ

. Finding Ropt by backtracking.

1. L ¼ t�; q̂L ¼ sj� ; ôL ¼ fv�
2. For t ¼ L� 1;L� 2; . . . ; 1

ðj0; ‘0; v0Þ ¼  tþ1ðj�; ‘�; v�Þ; ð16Þ
q̂t ¼ sj0 ; ôt ¼ fv0 ; ð17Þ
j� ¼ j0; ‘� ¼ ‘0; v� ¼ v0; ð18Þ

3. Ropt ¼ ½ðô1 : q̂1Þ; . . . ; ðôL : q̂LÞ�:

5.1 Complexity Analysis of HSSM-Based
Registration Algorithm

The computational complexity of the HSSM-based registra-
tion algorithm is naturally higher than the standard HMM-
based Viterbi algorithm [2], since it must also 1) evaluate

observation segments of various length for each state and 2)
judge different orderings of feature sequences. In the
initialization step, computing (11) in each iteration takes
constant time. For the recursion step, we note an opportu-

nity for precomputation so that computing (12) only
requires at most OðKÞ operations. In particular, when t ¼ 2

min
1�u�K

�
~BjðuÞ þ �jjð1; u; 2; vÞ

�
¼ min

1�u�K

�
~BjðuÞ þ �ijðu; vÞ

�
ð19Þ

and when t > 2

min
1�u�K

�
~BjðuÞ þ �jjð1; u; t; vÞ

�
ð20Þ

¼ min
1�w�K

n
min

1�u�K

�
~BjðuÞ þ �ijðt0; u; t� 1; wÞ

�
þ ~BjðwÞ þ �jjðw; vÞ

o
:

ð21Þ

Quantity min1�u�K ½ ~BjðuÞ þ �ijðt0; u; t� 1; wÞ� can be pre-
computed and stored in previous iterations for each w.

For (12), only when ‘ ¼ 1, computing quantity

min
1�i�M;i6¼j

n
min

1<	<t�‘
min

1�u�K

�
�t�‘ði; 	; uÞþ�ijðt�‘; u; t; vÞ

�
þAij

o
¼

ð22Þ

min
1�i�M;i 6¼j

n
min

1<	<t�1
min

1�u�K
½�t�1ði; 	; uÞ þ �ijðu; vÞ� þAij

o
ð23Þ

requires at most OðMK‘maxÞ operations. For the cases when
‘ > 1, we notice

min
1�i�M;i6¼j

n
min

1<	<t�‘
min

1�u�K

�
�t�‘ði; 	; uÞþ�ijðt�‘; u; t; vÞ

�
þAij

o
¼

ð24Þ

min
1�i�M;i 6¼j

n
min

1<w<K
min

1<	<t�1
min

1�u�K

�
�t�1�ð‘�1Þði; 	; uÞþ

�ijðt0; u; t� 1; wÞ
�
þ ~BjðwÞ þ �jjðw; vÞ þAij

o
;
ð25Þ
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where quantity min1<	<t�1 min1�u�K ½�t�1�ð‘�1Þði; 	; uÞ þ �ij
ðt0; u; t� 1; wÞ� has been precomputed for each w in previous
iterations. Computing the above equation thus requires
OðMKÞ operations.

Hence, within each iteration of computing �tðj; ‘; vÞ for
each t; j; ‘ and v, OðMKÞ operations are required, and
OðMK‘maxÞ operations only when ‘ ¼ 1. This results in an
overall complexity of OðM2K2‘maxTmaxÞ for the registra-
tion algorithm. The complexity is polynomial and, thus,
lower than the exponential complexity of the exhaustive
search (see Section 3.1).

It is important to note that the above complexity analysis is
a worst case analysis. In general, the time complexity is
quadratic in the number of states, but for specific shape
models, the complexity can be linear. In the case of our models
of hands and branches of leaves, the time complexity is linear
in the number of states if the number of legal position
transitions out of any state in the model is bounded by a
constant. Similarly, in practice, the time complexity is linear
in the number of features because the location of a feature
severely constrains the location of the next feature in the
registration. For example, in our implementation, we define
�ðfv; fu; sj; siÞ ¼ 0 when the euclidean distance between fv
and fu is beyond a certain threshold. For each feature fu, we
can precompute a set of neighboring features NfðuÞ that can
legally succeed fu in a registration. If the number of
neighboring features is bounded above by a constant, the
complexity of the registration process becomes linear in the
number of features.

In practice, our implementation of the proposed HSSM-
based registration algorithm requires OðMCsKCf‘maxTmaxÞ
� Oð236Þoperations forCs ¼ 2 andCf ¼ 20, whereCs andCf
are constants that represent the average size of legal state
transitions out of each state and legal feature transitions out
of each feature, respectively. In addition to the optimization
algorithm described here, we also applied a simplified and
much faster optimization algorithm, as described in our
preliminary work [1], to minimize the alternative cost
function defined in (9). This faster algorithm is simply
obtained by setting state duration variables ‘ ¼ 	 ¼ 1 in the
registration algorithm, as described in (11)-(18). As we will
show later (Section 7), this faster optimization procedure
produces slightly less accurate results while it requires only
OðMCsKCfTmaxÞ � Oð231Þ operations.

6 AN APPROACH FOR IMPLEMENTING HSSMS

In this section, we describe in detail an example implementa-
tion of the probabilistic framework we derived in Section 4.
We should stress that the probabilistic framework and the
HSSM-based registration algorithm that we derived above
are general and not restricted to a particular implementation.
The feature model and probability functions we describe
below are just particular choices we adopted in the current
implementation. There could be several alternative ways to
set up an HSSM model for a specific object class, like we
mentioned earlier in Section 3.2.

In the current implementation, we assume that the state
diagram of an HSSM, that is, the number of states and their
connectivity topology, was determined in advance, and our
focus here is on how to define the probability functions �, A,
B, � , and D, either manually or automatically. We found it
quite straightforward to define the initial function � and

state-transition function A manually. In particular, we
require that � returns the same positive value for all legal
starting states, and zero for all other states. Similarly, we
define the state-transition function A as a uniform function
with respect to all legal transitions from the given state and
assign the transition probabilities to be zero for illegal state
transitions. The following sections describe how we defined
probabilities Bðf;sÞ

Bðf;cÞ , �ðf; f 0; s; s0Þ, and Dð‘; s; !Þ in our im-
plementation.

6.1 Object-Clutter Observation Model

Each observation is a random variable o that can be assigned
to some image feature f . As illustrated in Fig. 6, in the current
implementation, we define an image feature f 2 IF as a local
image patch surrounding an edge pixel, and feature f is
measured by its appearance � and location y, that is,
f ¼ ð�; yÞ. Furthermore, the patch appearance � is summar-
ized by its color distribution, represented by vector �
, and
the intensity gradient orientation on the patch center,
represented by scalar �g that ranges from 0 to 2�.

To define the observation probability functionB, we need
to determine how likely a feature f is observed in state s. For
this purpose, we model the color distribution s
 of a
foreground boundary patch and the image gradient sg on
the center of the patch for each object state q ¼ s 2 SS. We then
define the observation probability:

Bðf; sÞ¼pð�jsÞ ¼ pðð�
; �gÞjðs
; sgÞÞ¼pð�
js
Þpð�gjsgÞ; ð26Þ

where pð�gjsgÞ is modeled by a Gaussian distribution with
predefined mean sg and variance �2

g, which can be easily
learned from training data. We assume that the color �
 and
intensity gradient�g are conditionally independent given the
current model state s. We then simply measure the difference
between the observed �
, �g, and the predefined s
, sg.

Modeling the likelihood function pð�
js
Þ for (26) can be
challenging because of the high dimensionality of the feature
color distribution and limited training data. For many
classification tasks [37], [38], [39], however, good discrimi-
native models were developed that achieved satisfactory
results. This observation motivates us to rewrite the like-
lihood ratio in (6) as

Bðf; sÞ
Bðf; cÞ ¼

pð�
js
Þpð�gjsgÞ
pð�
jc
Þpð�gjcgÞ

/ pðq ¼ s
j�
Þpð�gjsgÞ
pðq ¼ c
j�
Þ

ð27Þ

¼ pðq ¼ sj�
Þpð�gjsgÞ
pðq ¼ cj�
Þ

: ð28Þ

Probability pð�gjcgÞ is defined as a constant, since we do not
modelanypreferencewithregardtothegradientdirectionofa
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Fig. 6. An illustration of local feature patch. (a) Input image. (b) Close-up
view of the local image feature patch. (c) SVM posterior ratio map,
where the gray-scale value of each edge pixel is computed by
normalizing the posterior ratio (29), for the associated local patch.



clutter feature. Given an input image patch described by �
,
posterior probabilities pðq ¼ sj�
Þ or pðq ¼ cj�
Þ determines
how likely the patch belongs to the object, q ¼ s 2 SS, or to
clutter, q ¼ c. In the current implementation, we have found
that a simple two-class Support Vector Machine (SVM)
classifierworkswell inapproximatingtheaboveclassification
probabilities [40]. The resulting posterior ratio is defined as

pðq ¼ sj�
Þ
pðq ¼ cj�
Þ

� expð�	hð�
ÞÞ; ð29Þ

where function h, computed by the SVM for given input �
,
outputs a decision value for classification purposes and
scalar factor 	 is determined experimentally.

In order to construct �
 to record sufficient discriminative
information for the purpose of classification, we first split
the input image patch into two half patches, that is, Pþ and
P�, along the intensity gradient direction on the patch center
(see Fig. 6). We then define vector �
 by arranging the
weighted color intensities that distribute inside Pþ and P� in
a certain order based on the patch gradient information so
that the definition of�
 is invariant to different orientations of
the patch gradient. The weight of the color intensity of a pixel
x is defined as cos �, where � is the angle between the vector
that points to x from the center of the patch and the vector
associated with the gradient orientation (see Fig. 6). By this
means, �
 typically records enough foreground-background
contrast information to identify a patch that is located on the
object boundary or surrounds a clutter pixel, which makes the
later classification task straightforward.

In the experiments described below, we have found that
the two-class SVM works sufficiently well for the current
application. More experimental details on learning the SVM
classifier from training data are given in Section 7.

6.2 Feature Transition Model

Given an unordered set IF of features as the input, the
HSSM-based registration method needs to evaluate the
ordering of features in a registration. We introduced the
feature transition function to model the dependency
between successive observations. In particular, we consider
the locations and orientations of the features to be
dependent only between successive observations in a
registration. We define the feature transition probability

�ðf; f 0; s; s0Þ ¼ pðyjy0; s; s0Þ
¼ 
e�
ðky0�yk��ðsy;s0yÞÞ

ð30Þ

as an exponential distribution, where ky� y0k represents the
euclidean distance between the centers of two patches f , f 0,
and �ðsy; s0yÞ defines the ideal distance translation between
two features that are matched with states s and s0. The
weighting scalar 
 can be learned from the training data via
Maximum-Likelihood (ML) estimation.

The above feature transition model depends on the
difference in position and orientation between f and f 0.
These definitions make the resulting HSSM models invar-
iant to translation of the object in the image, since we use
only relative feature locations with respect to the location of
the previous feature instead of absolute feature locations.

6.3 State Duration Model

Given an object registration, the scale of an object part is
represented by the number of features matched to the

corresponding shape state. The scales of different object parts
in a registration should be consistently maintained. For
instance, for any particular hand shape, it is very unlikely to
simultaneously observe a very long and a very short extended
finger in the same image. We use the state duration function
to capture this scale dependency of different shape parts.

Suppose that the scale of some object part, which is
called as the reference scale, is known. We can then normalize
the scale of each object part with respect to this reference
scale. The statistics of the resulting relative scales are used
to approximate the duration distribution of each shape state
s for which we apply the Gaussian mixture model:

Dð‘; s; !Þ¼pðd¼‘jq ¼ s; !Þ¼
Xn
i

pð‘j�ið!Þ; sÞpð�ið!ÞjsÞ; ð31Þ

where! is provided as the input to specify the reference scale,
pð‘j�ið!Þ; sÞ is a normal distribution with mean �ið!Þ and
variance �2

i ð!Þ, and pð�ið!ÞjsÞ is the conditional prior for the
Gaussian distribution. Note that both mean�i and variance�2

i

are functions of reference scale !. The value of n controls the
degrees of freedom to which shape variation is allowed. In
practice, we can learn the relative scale statistics of each object
part from a training set using ground-truth registration
results. An Expectation-Maximization (EM) procedure can be
applied to find the optimal estimates for parameters �i and �i
with respect to all states s 2 SS.

The above approach provides an object detection mechan-
ism that is transition invariant and can automatically estimate
the object scale by determining the optimal registration
length. In order to detect an object with an unknown
orientation, we performed the registration processes multiple
times. In each registration process, we updated the states of
the HSSM by increasing their predefined mean sg (26) by a
certain degree, for example, �=4 in the current implementa-
tion. This resulted in a total of eight registration processes per
input image. A search over these registration results then
identified the orientation that gave the lowest registration
cost. Furthermore, to determine the optimal combination of
the object part scales without knowing the reference scale !
(31), we performed a multiscale registration process by
testing different values of the reference scale !.

7 EXPERIMENTS

We have implemented three versions of the HSSM method
in C++ on an AMD Opteron 2.0 GHz processor. The first
version (abbreviated HSSM) implemented the original
HSSM method [1]. The second version (abbreviated
HSSM+OC) minimized the cost function that includes only
object-clutter modeling (9), using the same optimization
algorithm as described in the original HSSM method [1].
The third version (abbreviated HSSMþOCþSEG) mini-
mized the cost function that includes both object-clutter
modeling and state-duration modeling with segments (7)
using the optimization algorithm we described in Section 5.

In both HSSMþOC and HSSMþOCþSEG implementa-
tions, we specified a fixed minimum and maximum registra-
tion length Lmin ¼ 100 and Lmax ¼ 600 for all input images.
Both HSSMþOC and HSSMþOCþSEG implementations
then identified an optimal solution based on the minimum
cost stored in the dynamic programming table within this
length range. As a result, the optimal registration length was
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determined automatically. In contrast, the original HSSM
method assumed that the registration length, that is, the scale
of the object, was known.

The HSSM and HSSMþOC versions took 5-6 minutes to
process each image, including trying all eight orientations.
The memory size of the program was under 400 Mbytes.
For version HSSMþOCþSEG, it took about 25-30 minutes to
process each image, including trying all eight orientations
and different reference scales. The memory size of the
program was under 1,800 Mbytes.

7.1 Detecting Objects with Variable Shape Structure

7.1.1 Data Set

We have evaluated the HSSM-based object detection
method with two data sets of real images, containing two
types of objects of variable structure. The first data set
consists of 100 images of branches of leaves. The second
data set consists of 353 hand images. Each test image
contains 120	 160 pixels. Edges were extracted using a
Canny edge detector [41]. There were between 2,000 and
4,000 edge pixels extracted from each image.

The following shape variations are present in the two data
sets. Each branch image includes an unknown number of
leaves, where a leaf occurs either at the left or right side of the
branch stem. Each hand image shows the back of the palm.
The camera viewing direction is perpendicular to the palm
surface, and each of the five fingers can either be extended or
hidden. Example images are shown in Figs. 8 and 9.

The task of our experiments can be summed up as follows:
The system knows that there is a single object of the desired
class in the image, and the goal is to locate the object and
identify the orientation and shape structure of the object.

In order to provide quantitative measures of accuracy,
we use the following terms:

. “Correct structure identification.” The system has
found the object in the correct orientation at the correct
location, has correctly estimated the number of object
parts, and has correctly registered each part.

. “Correct localization.” The system has identified the
correct object location and orientation. For branches,
we require that 75 percent of the stem is registered
correctly, and for hands, we require that the 75 percent
of the palm edges are registered correctly. We allow
incorrect estimation of the number and/or location of
some shape parts and incorrect registration of some
shape parts. Note that “correct structure identifica-
tion” is a subcase of “correct localization.”

. “Incorrect localization.” The method failed to find
the correct object location and orientation.

The meaning of each of these accuracy measures is
illustrated with examples in Figs. 8 and 9.

7.1.2 Learning

To learn the object-clutter model and its parameters �g and
	 ((26) and (29)), we collected training sets of 40 hand
images and 20 branch images, where the correct object
boundary edges were localized by the original HSSM
method [1]. The method labeled 68,000 edge patches that
were due to clutter, and 25,000 edge patches on the object
boundaries. Among these, 15,000 patches were on the hand
boundaries and 10,000 patches on the boundaries of the

branches. Given the object boundary image patches, a fixed
value �g ¼ 0:13 in (28) was learned by ML estimation. In
order to classify a patch belonging to the object or clutter,
we used the Library for Support Vector Machines (LIBSVM)
implementation [42] to build a linear SVM. We then used
one fourth of the total number of patches to train the SVM
and used the remaining patches for testing. In the testing
stage, the correct classification rate was 87.2 percent. Once
we trained the SVM to compute hð�
Þ (29), we determined
the value 	 ¼ 7:0 experimentally.

Our strategy in tuning the SVM was to keep a high
operating point, allowing high true and false positive
detection rates. As a result, the SVM generally did not classify
the object boundary edges as clutter but may classify some
edges that belong to clutter as the object boundaries. The latter
will be identified correctly during the registration phase.

For the feature transition model (30), we determined the
values 
 ¼ 0:40 and � ¼ 0:14 via ML estimation based on
the 25,000 boundary edges labeled by the original HSSM
method [1]. Moreover, we did not allow transitions between
features that are more than five pixels away.

The state duration models can be learned from the training
data, as we demonstrate below for the hand detection
application. In the HSSM for hand shapes, each shape state
models the appearance of a certain part of the hand boundary.
In the data collection process, two volunteers were asked to
bend or extend each of their fingers (except the thumb), which
resulted in 16 different poses. To facilitate accurate training of
the state duration parameters, we asked the volunteers to
vary their hand pose slightly, in particular, to vary the degree
to which the fingers were bent without changing the set of
fingers that were extended. We took a total of 1,600 images of
two left hands against a neutral background. For each hand
pose, 20 images were randomly chosen and added into a hand
shape training set, which included 16	 20 ¼ 320 images in
total. The labeled boundary edges were identified by the
original HSSM [1]. Some example images are shown in Fig. 7.
Afterwards, we first specified the number of Gaussian
mixtures in (31). For instance, we chose n ¼ 2 to model the
scale statistics of a finger, so that the finger shape is allowed to
present two modes, that is, either the finger is partially bent at
the first joint or it is fully extended. For the state associated
with a fingertip, we chosen ¼ 1 since the scale of the fingertip
is almost unchanged (see Fig. 7). Second, we measured the
scale of each finger part by the number of pixels that are
associated with the same state. The relative scale of each
object part is computed by normalizing its size with the
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Fig. 7. Examples of the labeled hand boundary edges for learning state
duration models. Each pixel was colored based on the state it is
matched with (see Fig. 3a). For example, green pixels are those
matched with the left or right side of the wrist and hand (states 1 and 20),
blue pixels are those matched with both sides of the thumb (states 2 and
4), orange pixels are those matched with the both sides of a finger
(states 5, 7, 9, 11, 13, 15, and 17), and red pixels are those matched
with the finger tips (states 3, 6, 10, 14, and 18).



reference scale !, that is, the scale of the thumb in this
example. Given the relative scale statistics of shape parts in all
images, we found the optimal estimates for parameters�i and
�i by EM. For example, the two Gaussian means in the
duration model of state 9 (second finger side in Fig. 3a) are
1.13 and 0.5, since the length of the second finger has either the
same size of the thumb when it is extended (mean 1.13), or the
half size as the thumb when it is bent (mean 0.5). Similarly, the
Gaussian mean of state 3 (the first finger tip in Fig. 3a) is 0.19,
since the width of the fingertip is very small compared to the
size of the thumb.

In our data set, the size of the thumb ranges from 15 pixels
to 35 pixels typically. In order to determine the optimal
configuration of object part scales, the HSSMþOCþSEG
method performed a multiscale registration process with the
reference scale! from the set f15; 20; 25; 30; 35g. Each element
of this set represents a different size of the thumb in pixel
units. Exhaustive search over these scale-related registration
results identified the optimal combination of the scales
between object parts.

7.1.3 Testing

A quantitative evaluation of the proposed method on two real
image data sets is reported in Table 1. Our method achieved
accurate localization and structure identification results that
were invariant to object translations, orientations, and scales,
even if the images included a large amount of clutter. We used
the parameter values specified above in all experiments.

In experiments with branch images, we compared the
proposed HSSMþOC algorithm with the original HSSM [1].
The proposed method resulted in significant improvements,
that is, 65 percent correct structure identification rate and
95 percent correct localization rate, in comparison to

43 percent correct structure identification rate and 79 percent
correct localization rate of the previous method. Some
representative images are shown in Fig. 8.

In experiments with hand images, we compared both of
the proposed HSSMþOC and HSSMþOCþSEG methods to
the original HSSM [1] to the chamfer-distance method [5]
and to the enhanced chamfer-distance method (denoted
here as chamfer-distance þ orientations) that was used by
Thayananthan et al. [6] for hand localization. Some
representative images are shown in Fig. 8.

Since there are five fingers in a hand and each finger can be
extended or hidden, we need 32 fixed-structure models in the
chamfer-distance method to represent all valid hand shapes.
In contrast, a single HSSM is sufficient for modeling the entire
range of variations. For the chamfer matching method,
“correct localization” means that the best response was
obtained at the correct position (up to a displacement of half
the size of the palm) and orientation (up to 45 degrees).
“Correct structure identification” means that, in addition to
obtaining correct localization, the best response was obtained
by the correct fixed-structure model. Since the chamfer-
distance method is not tolerant to large image-plane rota-
tions, we evaluated it on 72 orientations of each test image. To
achieve scale-invariant detection, each hand model was
represented in 20 different scales. Hand localization using
the chamfer-distance method took about 1-2 minute per
image, which included an exhaustive search over 72 orienta-
tions. As seen in Table 1, our method was more accurate than
both variants of the chamfer-distance method, in terms of
both correct localization and correct structure identification.

In the branch and hand experiments, the object-clutter
modeling led to a significant improvement in both the correct
structure identification rate and the correct localization rate,
compared to the original HSSM method [1]. We should
emphasize that the proposed method is also more general
than the original HSSM method [1]. This is because the results
computed with the original method [1] were obtained by
specifying, as input, the desired registration length for each
image. In contrast, the proposed method performed a more
difficult task, because the optimal registration length was
unknown.

We also demonstrate that the HSSMþOCþSEG method
produced more accurate results than the proposed
HSSMþOC method. As shown in Figs. 9e, 9f, 9g, 9h, 9i, and
9j, by constraining how many features may be successively
observed in a particular state, the HSSMþOCþSEG method
can improve over many incorrect structure identification or
localization results of the proposed HSSMþOC method. Even
for the correct structure identification results achieved by the
HSSMþOC method in Figs. 9a, 9b, 9c, and 9d, the
HSSMþOCþSEG method produced more accurate results
in identifying the locally matching features. For instance, the
right side of the thumb in Figs. 9a and 9b and the right side of
the wrist in Figs. 9c and 9d were localized more precisely by
the HSSMþOCþSEG method.

7.2 Tracking Nonrigid Motion

With simple implementation manipulations, the proposed
method was extended to track nonrigid hand motion.
Tracking was tested on five videos: one video (including
259 frames) with a simple background, one video with
cluttered background but without partial occlusions
(615 frames), two more challenging videos (including 633
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Fig. 8. Example results on images of the branch data set. Row 1: Input
images. Row 2: Canny edge images. Row 3: Results computed by the
original HSSM method [1] based on Canny edge images. Results in
columns (b), (c), and (d) represent incorrect structure identification,
results in columns (a) and (e) represent incorrect localization. Row 4:
SVM posterior ratio map. Row 5: Results computed by the proposed
HSSMþOC method based on posterior ratio maps. Results correspond
to correct structure identification. Each pixel on the detected branch
objects is colored based on its matching state in the branch HSSM
(Fig. 2a). For example, yellow or white pixels match with state 1 that
models the branch stem, green pixels match with even states in Fig. 2a,
and red pixels match with other odd states in Fig. 2a.



and 588 frames each) with cluttered backgrounds, partial
occlusions and large camera movements, and one most
challenging video (including 510 frames) with hands placed
in front of the subject’s face.2 Note that in all videos, there
were only small variations of the camera’s viewing direction
so that the back of the palm was relatively perpendicular to
the viewing direction.

For efficiency purposes, we performed a simple frame-by-
frame detection by the HSSMþOC method to track the hand
in each frame. When the orientation of the hand was
unknown, the system exhaustively evaluated the registration
results on eight different orientations only for the first frame.
For each of the subsequent frames, the system updated the

orientation that was associated with each state in the HSSM,
based on the detected hand on the previous frame.
Furthermore, since no large motions occurred in our
experiments, we applied a local window that surrounded
the previously detected hand to prune out many candidate
edges in the current frame. With these implementation
choices, our system tracked the hand pose at a speed of
3-5 seconds per frame. Note that no additional temporal
constraints were employed in the current implementation.
Incorporating recursive Bayesian filters [43] or particle filters
[44] remains a topic for future investigation.

We achieved a correct structure identification rate of
75.0 percent and a correct localization rate of 95.0 percent
over a total of 2,605 frames of five video sequences. There
are three important results we have observed from our
experiments (Fig. 10). First, because the HSSMþOC method
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Fig. 9. Example results on images of the hand data set. Row 1: Input images. Row 2: Canny edge images. Row 3: Results computed by the
enhanced chamfer-distance method [6], where the matching hand contours are plotted in white. Note that the results in columns (d) and
(e) correspond to correct structure identification, and the result in column b represents correct localization. Row 4: Results computed by the original
HSSM method [1], where only the result in column (e) corresponds to correct structure identification and results in columns (a), (c), and (h), (i), and
(j) correspond to correct localization. Row 5: SVM posterior ratio map. Row 6: Results computed by the proposed HSSMþOC method, where results
in columns (a), (b), and (c) correspond to correct structure identification, and results in other columns correspond to correct localization. Row 7:
Results computed by the one proposed HSSMþOCþSEG method, where all results correspond to correct structure identification.

TABLE 1
Object Detection Results of HSSM on Branch and Hand Data Sets

2. Results of tracking nonrigid hand motion are available at http://cs-
people.bu.edu/athitsos/variable_structure/.



can detect objects from heavily cluttered images, the
tracking system is robust to camera motion, large back-
ground changes, and motion blur. Second, because the
HSSMþOC method automatically estimated the optimal
scale of the object, our tracking system is robust to the large
changes in object scale. Lastly, even when the object was
partially occluded, for example, on frame 464 in Fig. 10, our
system still produced reasonable interpretations of the
observed features,3 which will be discussed next.

8 CONCLUSIONS AND FUTURE WORK

We have presented the first method for modeling object
classes of variable shape structure and detecting instances of
such classes in heavily cluttered images. The method used
HSSMs and dynamic programming to find the globally
optimal registration between model and image object in
polynomial time. The method can detect objects whose scale,
orientation and even shape structure is not known a priori.

Partial occlusions are naturally handled by the proposed
registration method, even though they are not explicitly
modeled. For instance, when there are partial occlusions,
which often result in small gaps on the object boundaries,
the HSSM-based registration algorithm can still “bridge”
separated features by matching states with those “incom-
plete” features (see Figs. 11a and 11b). Structure variability
can be modeled by the object’s HSSM even if an object part
is completely occluded, for example, the absent fingers in
frames 393 and 462 in Fig. 10 or the absent leaves in Fig. 11c.
The registration process “skips” the state of the HSSM that
models the occluded fingers and, thus, accounts for the
structure variability of the hand. In cases where features are
occluded that would otherwise (without the occlusion)
correspond to some state of the HSSM, the registration
process may be forced to assign other, less ideally matching
features to this state. The process would then terminate
with an optimal registration that included some mis-
matched features. It would result in a detection of the
object that could be incorrect for some object parts.

In our experimental setting, there was exactly one object
of interest, and the method tried to find the best registration
hypothesis for that object. However, our method can also be
applied in a more classical detection setting, where it is not
known a priori if there are zero, one, or multiple instances

of an object. Some preliminary results for multiple instance
detection, which corresponded to the two registrations with
lowest costs, are shown in Figs. 11d and 11e.

The generality of the proposed framework allows us to
operate with different levels of features. In the experiments
we demonstrated, when operating with low-level features,
the proposed method can provide localization and structure
identification results within the order of a pixel. Incorpor-
ating more descriptive features like shape context [45] and
SIFT features [46] may greatly improve registration accu-
racy and efficiency. More sophisticated outputs of object
part detectors also may be used as the higher level features.
Such features could be leaves if the objects of interest were
branches or fingers if a hand shape was to be detected. For
each feature, information about its color, texture, or shape
could be stored. Such enhancements remain a topic for
future investigation.

In the current method, a registration is constrained to be
a linearly ordered set of feature-state pairs. However,
dynamic programming algorithms can also efficiently
produce registrations that are tree ordered [24], [26]. Such
registrations are more appropriate for branching objects like
waterways, dendrites, and blood vessels. We are interested
in extending our method to handle such cases.

Using our formulation to find the optimal registration, we
need to search over multiple scales. Although our formula-
tion allows for rotation-invariant models in principle, our
implemented models were not rotation invariant. Although
these models could cover a broad orientation range of about
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Fig. 11. Preliminary results illustrate the ability of our method to handle
partial occlusions and detection of multiple objects. (a), (b), and (c) Two
hands with small occlusions and one partially occluded branch object.
(d) and (e) Two branches and two hands were detected successfully by
finding the two highest scoring registrations for each input image.

3. Note that we do not claim the results we produced under partial
occlusions are correct, only because the proposed method cannot infer the
pose of the occluded parts of the object.

Fig. 10. Example results from tracking nonrigid hand motion. Row 1: Input images. Row 2: SVM posterior ratio map. Row 3: Results computed by the

HSSMþOC method. The frame number in the sequence is given below each column. Incorrect structure identification results appear in frame 393 of

sequence 4 and frame 97 of sequence 5.



45 degrees, it was still necessary to search for the optimal
orientation. Eliminating the need to search for optimal scale
and orientation are important problems for future work.
Another important problem is constructing shape models
automatically so that not only the probability distributions
are learned from data but the model topology itself.

The current method operates in a strictly bottom-up way,
and the resulting global registration is simply the result of
many local decisions. We expect that pairing our method
with top-down mechanisms can significantly reduce false
matches. Other future improvements include a method to
apply machine learning techniques to identify discrimina-
tive features automatically for each state of the HSSM or how
to learn the structure of a HSSM automatically for a given
object category.
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