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ABSTRACT
Falls are a major cause of fatal injury for the elderly popu-
lation. To improve the quality of living for seniors, a wide
range of monitoring systems with fall detection functionality
have been proposed over recent years. This article is a sur-
vey of systems and algorithms which aim at automatically
detecting cases where a human falls and may have been in-
jured. Existing fall detection methods can be categorized as
using sensors, or being exclusively vision-based. This liter-
ature review focuses on vision-based methods.
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1. INTRODUCTION
Falls are a major public health problem for the elderly pop-
ulation because they cause many injuries or even death. To
avoid these tragedies that arise from falls, quick responses
(alerting relatives and/or authorities) are important when
falls happen. It has been proved that the earlier a fall is
reported, the higher probability the patient would recover
from the accident. At the same time, the fear of falling also
prevents elderly people and patients from living unaccom-
panied at home which absolutely increases manual labor in
terms of the presence of nurses or support staff. Based on
the above facts, the demand for developing some intelligent
monitoring systems with the ability to detect falls automat-
ically has boomed in the healthcare industry. An intelligent
surveillance system, which is capable of detecting falls ac-
curately, can not only improve the quality of living for the
elderly, but also save on manual labor. The level of reliabil-
ity and practicality of a surveillance system heavily depends
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on its fall detection module. Research has already been done
to design algorithms to detect falls for many years. Existing
approaches can be broadly divided into two groups: using a
variety of non-vision sensors (the most commonly used sen-
sors are accelerometers), and being exclusively vision-based.
Generally speaking, the sensor-based methods require sub-
jects to actively cooperate by wearing the sensors, which
can be problematic and possibly uncomfortable (e.g., wear-
ing sensors while sleeping, to detect falls during a night trip
to the restroom). The vision-based methods are less intru-
sive, as all information is collected from cameras.

This literature review focuses on vision-based research work
and contains a comprehensive study of recent proposed fall
detection methods using depth cameras. Compared to exist-
ing review papers [27, 18], this literature review has the fol-
lowing contributions: (1) we focus on recent vision-based fall
detection techniques. Specifically, the recent depth cameras
based fall detection methods are extensively summarized in
this survey. (2) we are not aware of any literature discussing
the publicly available fall datasets. However, establishing
several benchmark datasets is extremely important for the
fall detection community, which enables researchers to fairly
compare their methods with others. This literature review
introduces several publicly available fall datasets that can
serve as benchmarks.

The rest of the paper is organized as follows. In Section 2,
several publicly available fall datasets are introduced. We
first talk about the classification of vision-based fall detec-
tion methods and then introduce them separately in Section
3. Finally, we conclude and discuss future directions of re-
search in Section 4.

2. PUBLIC FALL DATASETS
We introduce five publicly available fall datasets in this sec-
tion. Three of them were recorded using Kinect cameras,
one was collected by a single RGB camera and one was made
with multiple calibrated RGB cameras.

SDUFall1 [23]: A Kinect camera was set up to record the
dataset. Three channels were collected: RGB video (.avi),
depth video (.avi), and 20 skeleton joint positions (.txt). All
videos were recorded at a resolution of 320x240 pixels per
frame and 30 frames per second in AVI format. Twenty
subjects participated in the data recording. Each subject
performed 6 actions 10 times each: falling down, bend-

1http://www.sucro.org/homepage/wanghaibo/SDUFall.html



Table 1: Five publicly available fall datasets
SDUFall EDF OCCU Dataset introduced in [9] Dataset introduced in [7]

camera type one Kinect two Kinects two Kinects one RGB camera eight calibrated RGB
cameras

camera viewpoints one two two NaN eight
fall type falls with

different direc-
tions

eight fall direc-
tions

occluded falls falls with different direc-
tions

forward, backward falls,
falls from sitting down and
loss of balance

number of falls 200 320 60 192 200
activities of daily
life

Yes Yes Yes Yes Yes

simulated scenar-
ios

1 1 1 4 (home, coffee room, of-
fice, lecture room)

24

ing, squatting, sitting, lying and walking. Each action was
recorded under certain conditions. These conditions include
carrying or not carrying large object, turning the light on or
off, changing direction and position relative to the camera.

EDF2: Two Kinect cameras were set up to record the EDF

dataset. The two viewpoints were recorded at the same
time, and thus every event was recorded simultaneously from
both viewpoints. There are eight fall directions in the EDF

dataset. Each of the 10 subjects performed two falls along
each direction in each viewpoint in the EDF dataset. So,
there are 160 falls in each viewpoint and 320 falls in total.
In the EDF dataset, subjects also performed a total of 100
actions that tend to produce features similar to those of a fall
event, namely: 20 examples of picking up something from
the floor, 20 cases of sitting on the floor and 20 examples
of lying down on the floor, 20 examples of tying shoelaces
and 20 examples of doing plank exercise. The dataset was
recorded at a resolution of 320x240 pixels per frame and at
a frame rate of about 25 frames per second.

OCCU3 [41]: Two Kinect depth cameras were set up at
two corners of a simulated apartment to collect occluded
falls. An occluded fall refers to the end of the fall can be
completely occluded by a certain object, like a bed. Each of
the 5 subjects performed six occluded falls in each viewpoint
in the OCCU dataset. The OCCU dataset includes 25,618
frames and 30 totally occluded falls in videos from the first
viewpoint, and 23,703 frames and 30 totally occluded falls
in videos from the second viewpoint performed by the same
subjects. Each viewpoint was recorded at separate times
from the other viewpoint, and thus we had no instances
where the same events were recorded simultaneously from
both viewpoints. The subjects also performed a total of 80
actions that tended to produce features similar to those of
a fall event, namely: 20 examples of picking up something
from the floor (all of them are non-occluded), 20 examples
of sitting on the floor (all of them are non-occluded), 20
examples of tying shoelaces (all of them are non-occluded),
and 21 examples of lying down on the floor (all of them
are totally occluded at the end frame). Figure 2 shows an
example of an occluded fall in each viewpoint.

In the work [9] a fall dataset was collected using a single
RGB camera. The frame rate is 25 frames/s and the resolu-
tion is 320x240 pixels. The video sequences contain variable

2https://sites.google.com/site/kinectfalldetection/
3http://sites.google.com/site/occlusiondataset

Figure 1: A person falls down along eight different

directions in EDF dataset. The top two rows are

shown as color images while the bottom two rows

are shown as depth images. Depth images are color-

coded so that: white indicates small depth values,

and yellow, orange, red, green, blue indicate pro-

gressively larger depth values. Black indicates in-

valid depth.

illumination, and typical difficulties like occlusions or clut-
tered and textured background. The actors performed var-
ious normal daily activities and falls. The dataset contains
250 videos and associated annotations marking beginning
and end of each fall event and indicating the location of the
human body in each frame. In order to evaluate the robust-
ness of the method to the location change between traning
and testing, the dataset was recorded from different loca-
tions (“Home”, “Coffee room”, “Office” and “Lecture room”).

Eight inexpensive IP cameras with a wide angle were set up
to cover the whole room in [7]. The collected dataset is com-
posed of several simulated normal daily activities and falls
viewed from all the cameras and performed by one subject.
Normal daily activities include walking in different direc-
tions, housekeeping, activities with characteristics similar to
falls (sitting down/standing up, crouching down). Simulated
falls include forward falls, backward falls, falls when inappro-
priately sitting down, loss of balance. Falls were performed
in different directions with respect to the camera point of
view.



Figure 2: Examples of the occluded fall. The top

row shows an occluded fall in the first viewpoint

while the bottom row shows an occluded fall in the

second viewpoint.

3. VISION-BASED FALL DETECTORS
Cameras are increasingly included in home assistive/care
systems as they possess multiple advantages over other sensor-
based systems. Cameras can be used to detect multiple ac-
tions simultaneously with less intrusion. Vision-based meth-
ods can be broadly divided into three categories: fall detec-
tion using a single RGB camera, 3D-based methods using
multiple cameras, and 3D-based methods using depth cam-
eras.

3.1 Fall Detection Using a Single RGB Cam-
era

Fall detections using a single RGB camera have been ex-
tensively studied, as the systems are easy to set up and are
inexpensive. Shape related features, inactivity detection and
human motion analysis are the most commonly used clues
for detecting falls.

Shape related features are widely used for fall detection [26,
34, 38, 25, 36, 14, 29]. In [36, 25], fall detection is based on
width to height aspect ratio of the person. Mirmahboub et
al. [26] use a simple background separation method to create
the silhouette of the person, and several features are then
extracted from the silhouette area. Finally, A SVM classi-
fier is employed to perform the classification based on these
silhouette-related features. Rougier et al. [34] use a shape
matching technique to track the silhouette of the person in
the target video clip. The shape deformation is then quan-
tified from these silhouettes, and the classification is based
on the shape deformation using a Gaussian mixture model.
An adaptive background Gaussian mixture model (GMM) is
employed to obtain the moving object in [38], and an ellipse
shape is built from the moving object for body modeling.
Several features are then extracted from the ellipse model.
Unlike [34], two Hidden Markov Models (HMMs) are used to
classify falls and normal activities. Arie et al. [29] present
a novel method to distinguish different postures including
standing, sitting, bending/squatting, lying on the side and
lying toward the camera. The proposed method extracts
the projection histograms of the segmented human body sil-
houette as the main feature vector. Posture classification
is completed by k-Nearest Neighbor (k-NN) algorithm and
evidence accumulation technique.

The motion pattern differences between falls and other daily

activities, like walking, sitting down, drinking and etc, are
significant. Much of the research is based on motion analysis
[15, 22, 40, 33]. Liao et al. [22] use human motion analysis
and human silhouette shape variations to detect slip-only
and fall events. The motion measure is obtained by ana-
lyzing the energy of the motion active (MA) area in the in-
tegrated spatio-temporal energy (ISTE) map. Homa et al.
[15] discuss applying Integrated Time Motion Image (ITMI)
to fall detection. Integrated Time Motion Image (ITMI)
is a type of spatio-temporal database that includes motion
and time of motion occurrence. Given a video clip, the in-
tegrated time motion images are calculated to represent the
motion pattern that occurred in the video and then PCA is
used for feature reduction. Finally, a pre-trained MLP Neu-
ral Network is adopted for precise classification of motions
and determination of a fall event. Zhang et al. [40] describe
experiments with three computer vision methods for fall de-
tection in a simulated home environment. The first method
makes a decision based on a single frame, simply based on
the vertical position of the image centroid of the person.
The second method makes a threshold-based decision based
on the last few frames, by considering the number of frames
during which the person has been falling, the magnitude (in
pixels) of the fall, and the maximum velocity of the fall. The
third method is a statistical method that makes a decision
based on the same features as the second method, but using
probabilistic models as opposed to thresholds for making the
decision. Caroline et al. [33] extract the 3D head trajectory
using a single calibrated camera. With the help of 3D head
trajectory, the velocity characteristics are calculated for fall
detection. Feng et al. [14] propose a novel vision-based fall
detection method for monitoring elderly people in a house
care environment. The foreground human silhouette is ex-
tracted via background modeling and tracked throughout
the video sequence. The human body is represented with
ellipse fitting, and the silhouette motion is modeled by an
integrated normalized motion energy image computed over
a short-term video sequence. Then, the shape deformation
quantified from the fitted silhouettes is used as the features
to distinguish different postures of the human.

Inactivity detection is adopted by [28] to detect falls. In [28]
ceiling-mounted, wide-angle cameras with vertically oriented
optical axes are used to reduce the influence of occlusion.
Nait-Charif et al. [28] use learned models of spatial context,
which are used in conjunction with a tracker to achieve these
goals. Nater et al. [30] present an approach for unusual
event detection based on a tree of trackers. Each tracker is
specialized for a specific type of activity. Falls are detected
when none of the specialized trackers for “normal” activities
can explain the observation. Charfi et al. [11, 10] introduce
a spatio-temporal human fall descriptor, named STHF, that
uses several combinations of transformations of geometrical
features. The well-known SVM classifier is applied to the
STHF descriptor to classify falls and normal activities.

3.2 3D-based Methods Using Multiple RGB
Cameras

Another category of vision-based methods for fall detection
is 3D-based methods using multiple RGB cameras. The cal-
ibrated multi-camera systems [6, 4, 5, 1, 2] allow 3D re-
construction of the object but require a careful and time-
consuming calibration process. Auvinet et al. [6, 4] use a



network of multiple calibrated cameras to reconstruct the
3D shape of the person. Fall events are detected by analyz-
ing the volume distribution along the vertical axis, and an
alarm is triggered when the major part of this distribution
is abnormally near the floor. In a later work [5], the fall
alarm would be triggered when the major part of this dis-
tribution is abnormally near the floor during a predefined
period of time. Anderson et al. [1, 2] employ multiple cam-
eras and a hierarchy of fuzzy logic to detect falls. Overall,
using multiple cameras offers the advantage of allowing 3D
reconstruction and extraction of 3D features for fall detec-
tion. The proposed method introduces the voxel person,
which is a linguistic summarization of temporal fuzzy infer-
ence curves, to represent the states of a three-dimensional
object.

Aside from providing 3D reconstruction, multi-camera sys-
tems can also be used for other purposes, like viewpoint
independent [37] fall detection, monitoring multiple rooms
[12] and fusion of different cameras’ results [44]. Thome
et al. [37] propose a multi-view fall detection system by
which motion is modeled by a layered hidden Markov model
(LHMM). The proposed method uses a multi-view setting,
where the low-level steps are (mainly) performed indepen-
dently in each view, leading to the extraction of simple im-
age features compatible with real-time achievement. Then,
a fusion unit merges the output of each camera to provide a
viewpoint-independent pose classification. Cucchiara et al.
[12] use multiple cameras to monitor different rooms. A sin-
gle room is monitored by a single camera. Multiple cameras
are used to cover different rooms and the camera handoff is
treated by warping the person’s appearance in the new view
by means of homography. Zweng et al. [44] detect falls us-
ing multiple cameras. Each of the camera inputs results in a
separate fall confidence (so no external camera calibration is
needed). These confidences are then combined into an over-
all decision. Hung et al. [16, 17] propose using the measures
of humans’ heights and occupied areas to distinguish three
typical states of humans: standing, sitting and lying. Two
relatively orthogonal views are utilized, in turn, simplifying
the estimation of occupied areas as the product of widths of
the same person, observed in two cameras.

3.3 3D-based Methods Using Depth Cameras
The earliest depth camera used for fall detection is the Time-
Of-Flight 3D camera [13]. Since the price of a Time-Of-
Flight 3D camera is expensive, very few researchers adopted
it for fall detection. But this situation has changed since
the advent of the affordable depth sensing technology, like
Microsoft Kinect.

With the help of the depth cameras, the calculation of the
distance from the top of the person to the floor is simple,
which can then be used as a feature to detect falls [13, 21, 32,
19]. Diraco et al. [13] use a wall-mounted Time-Of-Flight
3D camera to monitor the scene. The system identifies a
fall event when the human centroid gets closer than a cer-
tain threshold to the floor, and the person does not move
for a certain number of seconds once close to the floor. In
a related approach, Leone et al. [21] employ a 3D range
camera. A fall event is detected based on two rules: (1) the
distance of the person’s center-of-mass from the floor plane
decreases below a threshold within a time window of about

900ms; (2) the person’s motion remains negligible within a
time window of about 4s. Rougier et al. [32] use a Kinect
camera to obtain depth images. Thresholds on the human
centroid height relative to the ground and the body velocity
are used to determine if a fall has occurred. Michal et al.
[19] use a ceiling-mounted 3D depth camera to detect falls.
A KNN classifier is used to distinguish the lying pose from
common daily activities based on features including head
to floor distance, person area and shape’s major length to
width. Human motion analysis is further employed to clas-
sify between intentional lying postures and accidental falls.

Analyzing how a human has moved during the last frames
in a world coordinate system is another commonly used
method [35, 42, 41, 24]. Eric et al. [35] propose a two-
stage fall detection method. The first stage of the system
characterizes the vertical state of a segmented 3D object for
each frame, and then identifies on ground events through
temporal segmentation of the vertical state time series of
tracked 3D objects. The second stage of the system uti-
lizes an ensemble of decision trees and features extracted
from an on ground event to compute a confidence that a fall
preceded it. Zhong et al. [42] propose a statistical method
based on Kinect depth cameras, that makes a decision based
on information about how the human moved during the last
few frames. The proposed method introduces five novelty
features to be used for fall detection, including duration, to-
tal head drop, maximum speed, smallest head height and
fraction of frames for which the head drops, and combines
these features using a Bayesian framework. The proposed
method adopts a viewpoint independent experimental pro-
tocol, whereby all training data are collected from a specific
viewpoint, and all test data are collected from another view-
point, several meters away from the training viewpoint. This
evaluation protocol is a useful approach for measuring the
robustness of the system to displacements of the camera. In
a later work, Zhong et al. [41] discuss the topic of occlusion
falls. They define a complete occlusion fall as one where the
end of the fall is totally occluded by a certain object, like
a bed. To quantify the challenges and assess performance
in this topic, the authors present an occluded fall detection
benchmark dataset containing 60 occluded falls for which
the end of the fall is completely occluded. They also evalu-
ate four existing fall detection methods using a single depth
camera on this benchmark dataset. Georgios et al. [24]
present a novel fall detection system based on the Kinect
sensor. The fall is initialized by the analysis of the velocity
change and then finalized by the inactivity detection. The
key novelty of the proposed method lies in calculating the
velocity based on the contraction or expansion of the width,
height and depth of the 3D bounding box. By explicitly us-
ing the 3D bounding box, the proposed algorithm does not
require any prior knowledge of the scene (i.e. floor). The
inactivity situation is defined as a lack of motion for the
monitored human in a pre-defined time window.

The Microsoft Kinect SDK provides skeletal joints tracking,
which enables researchers to analyze the human body key
joints for fall detection [8, 39]. Zhen-Peng et al. [8] propose
a single depth camera based fall detection method by analyz-
ing the human body key joints. In the proposed approach, a
pose-invariant and efficient randomized decision tree (RDT)
algorithm is employed to extract the 3D body joints at each



frame. Then, the 3D trajectory of the head joint is fed to a
pre-trained support vector machine (SVM) classifier to de-
termine whether or not a fall action has occured. Chenyang
et al. [39] propose a RGB-D cameras based method to rec-
ognize five activities: standing, falling from standing, falling
from chair, sitting on chair, and sitting on floor. The main
analysis is based on 3D depth information. If the person
goes out of the range of the depth camera, RGB video is
used to analyze the activities. The kinematic model fea-
tures that are extracted from 3D depth information include
two components: structure similarity and vertical height of
the person. For RGB video analysis, the width-height ratio
of the detected human bounding box is used to recognize
different activities.

Other methods using depth cameras include [23, 3, 20]. Xin
et al. [23] combine shape-based fall characterization and a
learning-based classifier to distinguish falls from other daily
actions. Curvature scale space (CSS) features of human sil-
houettes are extracted at each frame and then an action is
represented by a bag of CSS words (BoCSS). The BoCSS
representation of a fall is distinguished from those of other
actions by the pre-trained extreme learning machine (ELM)
classifier. In a later work [3], instead of representing an ac-
tion as a bag of CSS words, Fisher Vector (FV) encoding
is used to describe the action based on CSS features. A
pre-trained Support Vector Machine (SVM) classifier is em-
ployed to do the final classification. Lee et al. [20] present
a rules based abnormal event detection method using both
color and depth image. The proposed algorithm exploits
three features, including the width-height ratio of the de-
tected human bounding box, normalized 2D velocity, and 3D
depth information. More specifically, if the width-height ra-
tio of the bounding box is greater than a pre-defined thresh-
old, the system reports a fall event. Those cases, where the
width-height ratio of the bounding box is less than the pre-
defined threshold, are further checked by analyzing the 2D
velocity, which is calculated as the motion of the centroid of
the human bounding box, and the 3D centroid information.

4. CONCLUSION AND FUTURE WORK
We have studied different vision-based methods for detect-
ing fall events. One attractive feature of single RGB camera
based methods is that they do not require camera calibra-
tion. Furthermore, the setup is easy, and they are inex-
pensive. The disadvantage is that most of them lack flexi-
bility. Fall detectors using a single RGB camera are often
case specific and viewpoint-dependent. Moving a camera to
a different viewpoint (especially a different height from the
floor) would require the collection of new training data for
that specific viewpoint. Single RGB camera based methods
also suffer from occlusion problems where part of the human
body is occluded by a certain object, like a bed.

Calibrated multi-camera systems enable researchers to re-
construct 3D information of the person and are, thus, in-
herently viewpoint independent. Setting multiple cameras
around the environment to make sure there is no hidden
area would be helpful for solving the occlusion problems
that happen in single camera scenario. However, calibrated
multi-camera systems require a careful and time-consuming
calibration process and we should have in mind that the
calibration process needs to be repeated every time a single

camera is intentionally or accidentally moved.

Depth camera based systems share the same advantages
with the calibrated multi-camera systems and at the same
time do not need a time-consuming calibration step. Depth
cameras enable researchers to model fall events under a
camera-independent world coordinate system and reconstruct
the 3D information of the object. In addition, Kinect, which
is the most commonly used depth camera, can be used to
track human skeletal joints. Several fall detection methods
are based on analyzing the change of the skeletal joints. Al-
though the cost of a depth camera is more expensive than a
RGB camera, the price is still affordable.

From a research perspective, it is important to have a pub-
licly available benchmark dataset of falls which enables re-
searchers to evaluate their fall detectors and fairly compare
their methods with other detectors. A comprehensive fall
dataset should include the following properties:

• The main objective of a fall detector is to discriminate
between fall events and activities of daily living (ADL).
This is not a trivial task as certain ADL, liking sitting
down or going from standing position to lying down,
have similar features to falls. Thus, in order to test
the quality of a fall detector, it is necessary to collect
both falls and ADL.

• Different scenarios should be considered when collect-
ing the fall dataset. There are different kinds of falls:
forward or backward falls, falls from sleeping in the bed
or sitting on a chair, falls from standing on supports or
walking, and etc. These different falls can exhibit sig-
nificantly different properties while also sharing some
common characteristics. To include various falls in the
benchmark dataset would make it comprehensive and
practical, as well as present challenges to researchers
and thus push them to design better algorithms.

• It is also helpful to include different camera viewpoints
in the benchmark dataset. A practical fall detection
system should be viewpoint independent which means
the fall detection algorithm does not depend on any
specific camera viewpoint and moving the camera should
not affect the system. Different camera viewpoints in
the dataset can be used to verify whether the proposed
algorithms have this viewpoint-independent property.

• It is very difficult to have real falls because of the pri-
vacy issue. So, the falls are generally simulated by
volunteers which is a feasible option adopted by most
researchers. When recording simulated falls, we should
consider the distribution of the volunteers: male and
female, different ages, etc.

We are not aware of any existing publicly available fall datasets
(Section 2) satisfying all the above conditions. So, making a
comprehensive fall dataset that has all the above properties
is urgent and would be of benefit to the research community.

A comprehensive and robust fall detection system should be
both high sensitivity and good specificity. Unfortunately,



the existing vision-based fall detection methods cannot sat-
isfy both accuracy and robustness. Although we can de-
velop more sophisticated vision-based techniques, it is also
worth emphasizing that the vison-based methods are not
necessary to be a standalone system for fall detection, can
also be combined with other modules to form a general sys-
tem. The overall fall detection system may contain addi-
tional modules, both to improve accuracy, and to include
additional functionality, such as an acoustic module [31, 43]
and a module sending an alert about the detected fall. We
believe that including sound processing and speech recog-
nition would help significantly towards obtaining a robust
system. Sound processing may produce additional features
to be used for classifying a candidate fall event. Speech
recognition can be used so that the system initiates a dialog
with the subject, in the case where a fall has been detected.
For example, the system can ask “Are you OK?” and the
user can respond to indicate that there was no actual fall
and no need to issue an alert.
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