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Abstract—

Telecommunicationserviceproviders havebegunto offer ubiquitous ac-

cessto data. As a result, the Inter net is not limited to computers that are

physically connectedbut is also available to users that are equipped with

mobile devices. This accessfuels the growth and the usageof dynamic In-

ternet, which needsincreasingsupport for Inter net Protocolsand transmis-

sioncontrol protocolsover wir eless/mobilenetworks.

An activenetworking architectureprovidesthe infrastructur e for appli-

cationsto inject user programsinto the nodesof the network. This enables

customizationof the network nodessothat application-specificservicescan

be downloaded into the network in the form of new protocols. The aim

of the active networking is to design,development and implementation of

new communication architecture that allows rapid and safedeploymentof

advanced networking services. Thesepaper discussesactive network re-

quir ementsand issuesin mobile computing envir onment.

I . INTRODUCTION

Traditionalnetworkshavethedrawbackthatthein-

termediatenodesareclosedsystems,whosefunctions

arerigidly built into theembeddedsoftware. There-

fore, developmentanddeploymentof new protocols

in suchnetworksrequiresa longstandardizationpro-

cess.

The conceptof active networking emerged from

discussionswithin the broadDARPA researchcom-

munity in 1994and1995on the futuredirectionsof

networking systems.The ideaof messagescarrying

proceduresand data is a naturalstepbeyond tradi-

tionalcircuit andpacketswitching,andcanbeusedto

rapidly adaptthenetwork to changingrequirements.

Along with awell understoodexecutionenvironment

within network nodes,this program-basedapproach

providesa foundationfor expressingnetworkingsys-

temsasthecompositionof many smallercomponents

with specificproperties.Servicescanbe distributed

andconfiguredto meettheneedsof applicationsand

statementscanbemadeabouttheoverallnetwork be-

havior in termsof individual components[3].

Active networking offersa differentparadigmthat

enablesprogrammingintermediatenodesin the net-

work. A network is active if it allows applicationsto

inject customizedprogramsinto thenetwork to mod-

ify the behavior of the network nodes. This allows

applicationsto customizethenetwork processingand

adaptit to theapplication’s immediaterequirements.

The convergenceof telecommunicationnetworks

andthe Internet,entailsincreasedsupportfor packet

switchednetworksto routepacketsgeneratedby mo-

bile usersanddemandssmoothinter-operationof In-

ternetprotocols. This convergenceis in accordance

with the aim of integratedservices,whereall traffic

typesaretransmittedon the samenetwork resulting

in costreductionandsmoothimplementationof new

services[2].

However, one of the fundamentalproblems of

bringing Internet content to mobile users is that

widely deployed Internet protocols assumefixed

hosts,which meanscurrentprotocolsoperatingover

theInternethave to beupgraded.Furthermore,these

protocolsmustbescalableto millions of mobilesub-

scribersandadaptive to mobilecharacteristics.Cur-

rentprotocolssuchasIP andTCPwereoptimizedfor

fixed networks, anddo not directly supportthe mo-

bility of hosts.

Theremainderof thepaperis organizedasfollows.

In section2 we talk abouttheactive networks. Sec-

tion 3 discussesthe role of active networks in a mo-
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bile computingenvironment.In section4 a compari-

sonbetweentwo active networkssystemis provided.

Section5 is theconclusion.

I I . ACTIVE NETWORKS

Traditional networking implementationsfollow a

layeredmodel that providesa well-definedprotocol

stack. Active networking offers a technologywhere

the applicationcan not only determinethe protocol

functionsasnecessaryat theendpoints,but alsoone

in which applicationscan inject new protocolsinto

the network for the network to executeon behalfof

the application. The nodesof the network arepro-

grammableentitiesandapplicationcodeis executed

at thesenodesto implementnew services.

In an active network, data packets are informa-

tion entities. Theseentities,which arecalledSmart

Packets, containa destinationaddress,userdata,and

methodsthat canbe executedlocally at any nodein

theactive network. Thecodein thepacket canbein

any executableformat andit is executedat the node

if thenodehasthecorrectprocessingenvironment.

Nodesin anactivenetwork arecalledActiveNodes,

becausethey are programmableelementsthat al-

low applicationsto execute user-defined programs

at the nodes. Active nodesperform the functions

of receiving, scheduling,monitoringandforwarding

smartpackets. In active networks routersare pro-

grammable.Theprogramsexecutingat therouterare

eitherpermanentlyinstalledor they exist for thedu-

rationof thesession[3].

Two major approachesto active networks may be

distinguished,discreteandintegrated,dependingon

whetherprogramsanddataarecarrieddiscretely, i.e.,

within separatemessagesor in anintegratedfashion.
� ProgrammableSwitches: This approachallows

usersto inject programsinto requirednodesusinga

specialtag locatedwithin the packet. Userswould

first inject their customprocessingroutinesinto the

requiredrouters.Thenthey would sendtheir packets

throughprogrammablenodes. In this approach,the

existing packet/cell format is maintained,anda dis-

cretemechanismis providedthatsupportsthedown-

loading of programs. When packets arrive at the

node, the userspecificprogramwill be invoked to

processthe packet’s content. Further, the program

mayperformcomputationon subsequentpacketsbe-

longing to the currentconnection. This is particu-

larly usefulwhenthe selectionof programsis made

by thenetwork administrators,ratherthanindividual

endusers[2].
� CapsulesApproach: This approachis similar to

how a Postscriptprinterevaluatesits content. In ac-

tivenetworks,eachpacketcarriesasetof instructions

whichis interpretedbynetwork nodes.Thisapproach

replacesthe passive packetsof presentday architec-

turesby active miniatureprogramsthat are encap-

sulatedin transmissionframesandexecutedat each

nodealong their path. User datacan be embedded

within thesecapsules.Whena capsulearrivesat an

active node,its contentsareevaluated.Bits arriving

on incominglinks areprocessedby amechanismthat

identifiescapsuleboundaries.Thecapsulescontents

arethendispatchedto a transientexecutionenviron-

ment,wherethey cansafelybeevaluated.Theexecu-

tion of a capsuleresultsin the schedulingof zeroor

morecapsulesfor transmissionontheoutgoinglinks.

During evaluation,the capsulehasaccessto built-in

routinesfor accessingresources[2].

Thepassivepacketsof presentdayarchitecturesare

replacedwith activecapsules. Capsulesusethebuilt-

in constructsof a programminglanguageto perform

packet processing. The Active IP Option field, as

shown in figure1, providesa mechanismfor embed-

ding a programfragmentin an IP datagram.These

fragmentsare thenexecutedby active routersalong
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IP Header Active Option User Data

valuelengthtype

if {node==destination} reply_IP

Fig. 1. Formatof theActiveIP field

the path taken by the datagram. Conceptually, the

Activeoption transformsthe IP optionsfrom a fixed

setof standardizedroutinesto an extensiblecollec-

tion integratedby aprogramminglanguage[9].

Today networks can benefitfrom active network-

ing paradigmwith the dynamicdeployment of net-

work servicesthat can be tailored to the user’s re-

quirements.For thelastsix years,differentvision of

theactivenetworkingparadigmhasledto variousim-

plementationsof theconcept.Theseactive networks

architecturesdiffer in many points. The main two

implementedmodelsareActiveNodeTransportsys-

tem(ANTS)from theMassachusettsInstituteof Tech-

nology, andtheSwitchWare framework from theUni-

versityof Pennsylvania.Thesetwo arewidely avail-

able, flexible enoughfor modificationsand experi-

ments,and have beenconsideredas the two candi-

datesfor the designof nation-wideIPv6 active net-

work backbone[1].

A. ProtocolClassesin ActiveNetworks

Thegroupingof protocolsinto classesalsohelpsus

to identify commoninterfaces.We canthendefinea

structurefor thepacketsthatimplementprotocolsbe-

longingto theparticularclass.Protocolsof thesame

classgenerallyrequirethesamesetof servicesfrom

theactive nodeon which they aredeployed. For ex-

ample,protocolsbelongingto the bridging classre-

quire storageat the active nodes. This is because

the protocolhasto combinepacketsandsometimes

it hasto hold a packet from oneof thestreamswhile

packet(s)from theotherstreamsarrive. Researchers

have identifiedthefollowing classesof protocols[5]:

� Filtering: This classencompassesall thoseproto-

cols that perform packet droppingor employ some

other kind of bandwidthreductiontechnique. Pro-

tocols belonging to this classare primarily devel-

opedto reducebandwidthrequirementsof theappli-

cation data. Temporaryreductionin bandwidthre-

quirementsis necessaryin the faceof transientcon-

gestionproblems. Applicationsdeploy the filtering

code in one of two ways. Applications use smart

packets,which “sniff out” the nodeswithin a setof

nodesat which a rate mismatchoccursand installs

thefiltering protocolat thosenodes.Applicationcan

alsochooseto figureout theconnectionpathbefore-

handandprimethepathby installing theprotocolat

all nodeson the pathto tackleany congestionprob-

lem [5].
� Combining: This classhas the propertyof com-

bining packetsthatmaycomefrom thesamestream

or from different streams. The Wireless ATM

Voice/Dataproject combinestwo or more packets

from thesamestreamto form a singlepacket, which

is forwardedto thenext hop. Cachingresearchfalls

into this category becausethe inherentpurposeof

cachingis to combinecommonrequestsfrom sepa-

ratestreamsinto oneconsolidatedrequestand then

multicastthereplybackto therequestingparties[5].
� Transcoding:Protocolsthattransformtheuserdata

into anotherform within the network belongto this

class. Encryption protocolsand image conversion

protocolsbelongto this class. Encryptionprotocols

are generallydeployed only at the end-pointsof a

connectionwhereascompressionprotocolsare de-

ployedeitherat theend-pointsor at pointsin thenet-

work, wherecongestionis likely andbandwidthcon-

trol alternativesaredesired[5].
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� Security: The ability of the user code to access

noderesourcesraisesthe questionof security. Ac-

tivenodesmustpreventsmart-packetsfrom overcon-

sumptionof resources,whetherdoneintentionallyor

not. Active nodesmust also guaranteethat smart-

packetsfrom oneapplicationdonot interferewith the

executionof otherunrelatedpackets. Smart-packets

mustalsobe preventedfrom unauthorizedaccessto

noderesourcessuchasinternaltables[5].
� Management: The programmabilityof nodesin

an active network enables the creation of self-

configuring,self-diagnosingnetworks. This involves

actionssuchasalarmandeventreporting,configura-

tion managementandworkloadmonitoring[5].
� Routing: In anactive network, routing is anappli-

cation serviceas opposedto network management,

which is still a network function.Usingcustomrout-

ing strategies, applicationscreatevirtual topologies

thatareoverlaidon thephysicalnetwork [5].

Theprincipalconcernsof mobilewirelessnetworks

arethat themobilehostsaretypically resource-poor,

have low bandwidth,and unreliableconnectivity to

thestaticelements.Theimplicationof thelow band-

width problemis thatdatatransmittedover thewire-

lesslink hasto beratelimited to matchthebandwidth

of thewirelesslink. This is achievedeitherby com-

pressingthe databeforesendingit over the link or

by droppinglow priority datapackets. Applications

alonecandeterminewhatmethodis themostsuitable

[2].

I I I . MOBILE COMPUTING ENVIRONMENT

The main contributionsresultingfrom the investi-

gationontheapplicationof activenetworksin mobile

environmentare[7]:

� Managementof Location: The network manages

the mobile host’s location insteadof a homeagent.

The correspondinghostscan establishconnections

with themobilehostfaster, resultingin efficient rout-

ing of packets.
� Traffic Customization: Customizationis invoked

dependingon the currentstateof network. If a par-

ticularhostis receiving a significantnumberof bind-

ing updatesthen the network can load an aggrega-

tion program,whichdecreasesthenumberof updates

messages,thus conservingbandwidthand reducing

thenumberof packetsto beprocessedat routers.
� CustomizedArchitecture: To reducethenumberof

signalingmessagesa commonpracticeis to utilize

ahierarchicalnetwork topology. Hierarchicalforeign

agentsdonotnecessarilyensurelow hand-off latency.

Activenetwork-basedsolutionsprovideagenericso-

lution thatis independentof any topologyandalsore-

ducebandwidthrequirementsof signalingmessages.
� Quality of ServiceAdaptation:Variationin QoSis

handledinternally ratherthanwaiting for end-hosts

to adapt.Having thenetwork handletheQoShasthe

effect of distributing the work load associatedwith

adaptationamongthenetwork elements.
� Reuseof States: Active networks are particularly

usefulin connectionorientednetworksandmulticast

protocols,wherea lot of information is maintained

within the network. The advantageover end-hosts

basedsolutionsis thatthesestatescanbereused.If an

end-hostsolutionis used,a lot of probingis required

to figure out the location of information within the

network beforeany updateis performed.

A. IP andMobility

Mobile IP researchis sparkedby theneedfor apro-

tocol, which supportsmobiledeviceswhosepoint of

attachmentchangesfrequently. Currentprotocolsre-

quire changesto a mobile host’s address,modifica-

tionsto a numberof configurationfiles andrestartof

all communicationsessionswhenmoving from point

A to B. A mobile hostmustprovide the impression
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of astationaryhostandits pointof attachmentshould

behiddenfrom protocolsandapplications.

The main goal of mobile IP researchis to intro-

ducetransportlayer transparenciesand to eliminate

theneedfor re-initialization,whenthecorresponding

host changesits point of attachment.Another goal

is route optimization. Route optimization requires

cachingthemobilehost’s care-of-addressandupdat-

ing it whenthe mobile hostchangesits point of at-

tachment[4].

R1 R2

R4

R3 R5

Home
Agent

Foreign 
Agent 1

Foreign
Agent 2

Mobile Host

Fig. 2. Setupof thenetwork

In figure2, R1 to R5 areprogrammedrouters.The

mobile host is moving from first foreign agent, to

the secondforeign agent. Node R2 notesthe mo-

bile host’s new care-of-addressandforwardsthereg-

istration request. At this point in time any packets

destinedfor the mobile host will be re-tunneledto

the mobile host’s new location by R2. In addition,

a binding updateand registration reply messageis

sent to the correspondinghost and mobile host re-

spectively. Thus,enablingthecorrespondinghostto

tunnelpacketsdirectly to themobilehost’snew loca-

tion andreducinghand-off latency. Besidesthatnew

correspondinghostswishing to communicatewith

the mobile hosthave a fasterconnectionsetuptime

sinceactive routercanredirectpacketsto themobile

host’s currentcare-of-addresswithout goingthrough

the homeagent. This enablesefficient delivery of

bindingupdates[4].

B. Hierarchical Hand-off

In the active delivery schemehand-off process,a

registrationreply is sentto themobilehostor receipt

of a registrationrequestis processed.Hencehand-

off latency is reducedsincethemobilehostdoesnot

rely on its homeagent. The active delivery scheme

works both locally and globally; the active routers

aredynamicallysetup to promotescalability. This

is becauseasthe mobile hostmigratesto a new do-

main, the local routergetsprogrammedandhandles

all registrationrequestswithin thegivendomain.The

centralideaasin cellularIP is to shieldmobility from

correspondinghostsandhomeagents[4].

In cellular IP, as long as mobile hosts migrate

within a domainmaintainedby the cellular IP pro-

tocol, thehomeagentsor correspondinghostsdo not

needto beupdated.

Whenan active delivery schemereceivesregistra-

tion request,it sendsa registrationreply backto the

mobile host confirming the hand-off process. As a

result, the hand-off latency is not dependenton the

delaybetweenthemobilehost’s new locationandits

homeagentbut is dependenton the delay between

itself andthe closestprogrammedactive router. All

active registrationrequestsarerelayedto themobile

host’s homeagent. So the programcould relay the

requestonly if themobilehosthasmovedacrosssub-

net. As a result,thenumberof active registrationre-

questsdirectedtowardsthe homeagentis reduced.

Thebenefitof this featureis crucial,wherehand-off

rateis high. Dueto thehigh mobility rate,thehome

agentexperiencesa highernumberof registrationre-

questsfrom themobilehost,henceincreasingband-

width usedandhomeagentload[3].

C. Packet Redirection

When a mobile host migrates,packets are redi-

rectedat eachactive delivery schemeduring themi-
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gration itself. Simultaneously, the corresponding

hostsareupdatedwith themobilehost’snew care-of-

address.During this interval, active schemeprevents

packetsfrom beingforwardedto the wrongaddress.

When active schemereceives an ordinary packet it

checkswhetherthe packet is going towardsthe cor-

rect destination. If the packet is headedto a wrong

addressthenthepacket is redirected.Thecheckalso

determineswhetherthepacket is encapsulated.If so,

the packet is decapsulatedandre-encapsulatedwith

themobilehost’s care-of-addressandsentto themo-

bile host. Whenthemobilehosthasa high hand-off

rateor themobilehostis unreachable,theschemacan

beprogrammedto delaythedeliveryof messagesun-

til themobilehostbecomesavailable[4].

D. SmoothHand-off

Buffering at the previous foreign agentmight not

beusefulif thehand-off latency plusthetime for the

binding updateto get to the foreign agentis large.

To overcomethis problem,foreignagentcanbepro-

grammedwith “Smart-Buffer”. This Smart-Buffer

sendsacknowledgementsfor packetsbufferedat the

foreignagentwhile waiting for bindingupdatesfrom

the mobile host. It monitorsall datasegmentsand

acknowledgementpacketsgoingto andfrom themo-

bile host.Smart-Buffer only sendsacknowledgement

for packetsthat have not beenacknowledgeddueto

migrationandnew packetsthatarrive aftermigration

[4].

To avoid over-buffering at thenew basestation,an

acknowledgementspecifying the available receiver

buffer size is sentto the sender. By sendingthe al-

lowedbuffer sizeto thesender, excessivebufferingat

the basestationcanbe avoideddueto inappropriate

window sizeat thesender.

Therearetwo waysin which theappropriatebuffer

size is determined.First, if a smart-buffer program

is running at the new basestation, the averagead-

vertisedwindow size is usedby other connections

is used. The smart-buffer programonly needsto

recordthe allowed window size from the acknowl-

edgementpackets. Therefore,the averagewindow

sizecanbe easilycalculatedfrom connectionsman-

agedby smart-buffer. Second,if thesmart-buffer pro-

gramis not installed,thenthebuffer sizeallocatedby

theactive environmentis usedgiventhatthewindow

sizeadvertisedby themobilehostis larger. In other

words, if the mobile host is requestingmorethan it

should,then the advertisedwindow size is replaced

with the buffer sizeallocatedby the active environ-

ment[4].

E. MobileHostMigration

When the mobile host migrates,the router previ-

ously responsiblefor thecorrespondinghostmayno

longerbe valid. Therefore,an updatemechanismis

requiredto determinewhethertheresponsibilityroles

have changed.In active delivery scheme,theupdate

processis initiated during the hand-off process. In

otherwords,whenregistrationrequestis receivedor

upon receiptof a binding updatesent to the previ-

ous basestation. When any of thesemessagesare

received,a bindingupdateis senttowardsthecorre-

spondinghost in which it hasresponsibility. In ad-

dition, eachcorrespondinghost is informed to gen-

erateanactive discovery capsuletowardsthemobile

host’snew location.Also, in theactivediscoverycap-

sule,the local IP addressis included.Whena router

servingthemobilehostinterceptsthenew active dis-

covery capsule,this capsuleis authenticated.If the

responsibilityvariableof active routerin thecapsule

is similar to thatof thelocal IP address,thennoroles

havechanged.Ontheotherhand,if thisvariabledoes

not matchthelocal IP address,andtherecordedhop

countis smaller, thenaninvalidatemessageis sentto
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therouter[4].

F. Multicasting

Currentmulticastprotocolssuchas distancevec-

tor multicastroutingprotocolaredesignedwith static

hostin mind andhenceareproneto problemin mo-

bile networks.Typical problemswith multicastingin

mobilenetworksare:

� After migration,multicastprotocolsthatarebased

onshortestpathtreemayroutepacketsincorrectlyor

droppackets.
� At thereceiving end,whena mobilehostmigrates

to a cell with no other members,it will experience

delay. This is mainly causedby subscriptiondelay,

tree rebuild or non-existent multicastroutersin the

region.

Whenareceivermigrates,threeissuesneedtobecon-

sidered. First, the foreign network may not support

multicastservice. Therefore,the receiver is unable

to rejoin the multicastsessionuntil it migratesto a

network, which supportsmulticast. Second,the for-

eignnetwork maysupportmulticastservicebut does

not join themulticastgroupin which thevisiting mo-

bile host is subscribedto. Third, in casewherethe

foreign network hasjoined the multicastgroup, the

receivermayreceiveduplicatepacketsor only subse-

quentpackets.

The active network-basedsolution, which is called

AMTree, addressestheseproblems. AMTree takes

advantageof the processingcapabilitiesat routers,

which enablemobilehoststo continuesendingpack-

etsto receiversafter migration. Hencethe multicast

tree can be maintainedwith minimal modifications

andminimal packet latency resultingin low hand-off

latencies[4]. Themulticasttreeincorporatesthebidi-

rectionalstateof treeandis notdependentonthestate

maintainedby the underlyingrouting protocol. An

active router can be easilyprogrammedwith moni-

toringandtraffic managementprotocolsappliedonly

to parts of the tree. Here only one multicast tree

is requiredfor a given session. Furthermore,peri-

odic messagesare not requiredto acquiretopology

changes,androutersdonotneedto maintainpurein-

formation.Sendersthatarenot membersof themul-

ticastsessioncansendpackets to the tree. Whena

sourceis mobile, the sourceonly hasto form a new

connectionto the active router. As far asthe router

concernedthenew connectionformedis from a new

sourcegiven that the mobile sourcehasobtaineda

new care-of-address.At the receiving end,receivers

may experiencedelaysdue to the reconnectionbut

themulticasttreeformedis still valid [4].

G. Congestion

Transmissionbandwidthandcomputationalpower

will bothcontinueto increase,andsotheapplication

requirementsfor bandwidth. Network nodeconges-

tion will be due to bandwidthlimitations, andeven

congestedswitcheswill have considerableprocess-

ing power available. Also therearealwaysapplica-

tions thatpreferto adapttheir behavior dynamically

to matchavailablenetwork bandwidth.So anactive

processormustsupportsomeof the following func-

tions[2]:

� Buffering andRateControl: Themostdirecttrans-

lation of sender-basedadaptationto active network-

ing is to have active processormonitor the available

bandwidthandrate-controlthedata,buffering it and

meteringit outat theavailablerate.
� Media Transformation: Active networks can do

morethansimpleintelligentdroppingof data.A par-

ticularly powerful capabilityis the transformationof

dataat a congestionpoint, into a form which reduces

thebandwidthbut preservesasmuchusefulinforma-

tion aspossible. This may allow the active nodeto

createthe form of the data, which the application
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would have created,had it known about the band-

width limitationsencounteredatthecongestionpoint.

H. Security

Someof the most challengingaspectsof secur-

ing active networks concernthe authenticationsup-

port for authorization. Authorization decision re-

quiresthe authenticationof the entity making a re-

quest. Authenticationnormally implies the use of

cryptographictechniques[11].

Securityprocessingin thenodeswould follow the

following sequenceof actions:(i) receive packet; (ii)

verify hop-hopintegrity; (iii) assignpacketsto exist-

ing domain;(iv) extractcredentiallist; (v) checkcre-

dentialsauthenticityaccordingto authenticationpol-

icy for thedomain;(vi) checkcredentialsagainstac-

cesscontrol policy for domain;and(vii) deliver en-

tire packet to the domain,including the credentials,

authenticationprotectionfields,etc.

Securityprocessingin the executionenvironment

would include:(i) receive a packet includingcreden-

tials; (ii) createa sub-domain,providing thesecurity

context parametersfor the domain; (iii) modify the

accesscontrolpolicy of a domain;and(iv) addor re-

movecryptographicprotectionsto userdata.

But theapplicationof existing cryptographictech-

niquesto the active networks environmentpresents

certain challenges. First, the identification of the

principalitself in active networksis challenging.Ex-

isting Internetinteractionsaretypically client/server,

wheretheexplicit individual identityof theclientand

serverareimportant.TheInternetcommunityhasbe-

gun to move away from explicit individual identities

to attribute basedidentities. Second,the choiceof

an authenticationmechanismpresentschallengesin

active networks. Existingmechanismsfor providing

authenticationprotectionof apacketarerootedin the

existing Internetparadigmof client andserver based

communication.Thesewill notbesufficient in anac-

tive network environment,wherethepacket needsto

beauthenticatedat sourceanddestinationandpoten-

tially every nodein between.

The existing solutionscanbe usedhop-hopin the

pathbut thatprovideslittle in theway of endsource

authentication. When hop-hopprotectionsdo not

provide sufficient end-endauthenticationof theprin-

cipal associatedwith a packet, we canemploy end-

endprotections.However, the useof end-endcryp-

tographictechniquesis alsoachallengein activenet-

works. Symmetrictechniquescould be installedat

eachnodeof thepacket’s paththroughthenetwork.

The packet modificationsat eachnode could be

protectedanew with the sharedkey. However, this

hasa similar trust drawback as using hop-hoppro-

tection: every nodeon the path must be implicitly

trusted. Also, the assuranceof authenticityof the

principal, derived from the sharedkey, is diluted if

thekey is notuniqueto theprincipalandthepath.

Asymmetrictechniquescanoperatein a datagram

model but have difficulty protecting packets that

change.Signingapacketwith adigital signaturepro-

videsa cryptographicassociationfrom the signerto

every potentialverifier of the future. Therefore,au-

thenticationby digital signatureis suitedfor a data-

grammodelof communication,wherethepacketmay

decidein routewhatnodesit will visit [9].

IV. ANTS VS. SWITCHWARE

We can identify a main differencebetweenthe

two architectures,that we introducedat the begin-

ning of the paper. In respectto the distribution pro-

cessof codesbetweenactive nodes,ANTS differs

from SwitchWare. Indeed,ANTS is basedon ac-

tive node, i.e., the packets do not carry the mobile

code,but only identifiersor referencesto predefined

functionsto bedownloaded.At theopposite,Switch-
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TABLE I

FEATURE COMPARISON BETWEEN ANTS AND SWITCHWARE

Criteria ANTS SwitchWare

Environment Java Java

Link Layer UDP UDP andTCP

Routing static Staticanddynamic

Protection Javasecurity Authentication

Wareusesanhybridapproachbasedonactivepackets

andnodes,i.e., packetscancarry codewhich is rel-

atively simpleandrestrictedwhile active nodescan

provide any complex code that dynamicallydown-

load if needed.Their ability to provide flexible and

dynamic deployment of IP network services,have

beentested. Thereis a tradeoff betweenefficiency,

simplicity andotheraspectssuchassecurityandre-

sourcemanagement.The SwitchWare model pays

more attentionthan ANTS to the latter aspectsbut

also receives a higher penaltyfor processingat the

nodes. Thesesystemsusetwo different techniques

to distributetheuser-controllablemobilecodesin ac-

tive nodes.Experimentalresultsshow thatshortlive

sessionswill gain usingSwitchWareand long lived

multimediacommunicationsessionswill gain using

ANTS. [8]

Differencesbetweenthesetwo modelsaresumma-

rizedin table1.

V. CONCLUSION

The active networking paradigmaims of produc-

ing anew opennetworkingplatform,flexible andex-

tensibleat runtime to accommodatethe rapid evo-

lution and deployment of networking technologies

andto finally provide theincreasingsophisticatedIP-

basedmultimediaservices. Given a programmable

network, the main concernis to determinethe im-

provementsthat can be madeto existing protocols,

suchasmobile IP. Dueto softwareextensibility pro-

vided by active networks, significantamountof im-

provementscan be made, if computationsare per-

formedat the routers. Therearetwo main implica-

tions to local processing. First, end-hostsdo need

to probethe network. This improvesthe scalability

of any schemesincethe numberof signalingmes-

sagesis reduced.Second,processingis only doneon

the latestinformation. Due to the dynamicchanges

of thenetwork, computationcanbeperformedwhen

eventshappenandnot after it hashappened.These

improvements,in particularto routingin mobilenet-

works,contributegreatlyto active networksresearch

andprovidesa new perspective on possiblesolutions

thatmaybeincorporatedinto existing protocols.
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