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Abstract

Effective police de-escalation training requires realistic practice but is limited by the scalability and consistency of traditional
methods. We present the Adaptive De-escalation Trainer, which combines a large language model with retrieval-augmented
generation for scenario grounding and text-to-speech that modulates prosody based on officer keywords. We hypothesized
that the simulator would yield high conversational coherence and responsiveness (H1), emotional realism (H2), keyword-
driven emotional shifts (H3), and viability (in terms of latency and workload) (H4). In a study with three officers, high
average ratings for conversational flow (M =6.00), validity of persona (M =5.67), and logical responses (M =6.67) were found,
supporting HI; high scores on emotional realism (M=5.75) supporting H2; positive Al reactions after “success” phrases
offering support for H3; and an average turn latency of 4.3 s with moderate NASA-TLX scores, confirming H4. These findings
demonstrate feasibility and inform future work on latency reduction, scenario expansion, and advancing Al-based training.
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Introduction

Effective de-escalation is essential in modern law enforce-
ment, significantly affecting the safety of officers and sub-
jects, community relations, and the credibility of policing.
The ability to calmly address volatile situations is crucial;
however, providing consistent and realistic training for offi-
cers remains challenging. Traditional training methods, such
as live role-playing and fixed scripted scenarios, have shown
progress in officers’ efforts to de-escalate situations (Oliva
et al., 2010). Nevertheless, issues with confirmation bias and
reduced adaptability from inconsistent and predictable sce-
narios, as well as the limited availability of role players, hin-
der officers’ ability to practice nuanced communication skills
effectively. This leads to poor decision-making and an
increased risk of errors in real-world crises.

Advances in artificial intelligence (AI), especially in con-
versational systems, can help overcome training limitations.
Creating realistic Al simulators for complex interactions,
such as police de-escalation, relies on progress across several
technical areas. At the core are Spoken Dialogue Systems
(SDS), which form the foundation for interactive conversa-
tional agents by integrating speech recognition, dialogue
management, and speech synthesis, often using unified
approaches (Basit & Shafique, 2024; Ji et al., 2024).

Large Language Models (LLMs) have improved SDS by
generating more fluent and human-like dialogue (Lee et al.,
2025; Song & Xiong, 2025). LLMs create Role-Playing
Language Agents (RPLAs) that can simulate various human
personas and behaviors (J. Chen et al., 2024; Shanahan et al.,
2023). Research shows that RPLAs can mimic cognitive
functions like persuasion, decision-making, and emotional
reasoning (Carrasco-Farre, 2024; Y. Liu & Long, 2025; Shao
et al., 2023). Retrieval-Augmented Generation (RAG) is an
important technique that ensures RPLAs give informed and
consistent responses (Lewis et al.,, 2021). RAG improves
LLMs output by retrieving relevant information from exter-
nal sources; for example, expert-designed de-escalation sce-
narios for common crises, such as mental health issues or
suicidal thoughts. This helps improve factual consistency and
reduce inappropriate responses, known as “character halluci-
nation” (Huang et al., 2024; Shao et al., 2023). Emotional
Text-to-Speech (TTS) systems improve simulations by
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adjusting pitch and speed to reflect the subject’s emotions.
This emotional tone and intensity greatly influence user inter-
actions and the effectiveness of training (Q. Chen et al,,
2024). Recent research has linked LLM outputs with TTS
emotion by utilizing style control and emotion-guided dia-
logue to enhance emotional expression (Lee et al., 2025; C.
Liu et al., 2024; Sigurgeirsson & King, 2023; Song & Xiong,
2025). Combining advanced SDS and RPLAs with steady
emotional control allows Al simulators to create dynamic
emotional interactions (Borsos et al., 2023; Q. Chen et al.,
2024; Huang et al., 2024; Lee et al., 2025; Shanahan et al.,
2023). This paper presents the “Adaptive De-escalation
Trainer,” a prototype Al conversation simulator designed to
help law enforcement officers practice de-escalation tech-
niques. The scenarios and the system were developed based on
the instructional resources and live conversational transcripts
provided by the Fort Worth Police Department in Texas. It
uses an LLM combined with RAG to provide contextual sce-
narios. It also features dynamic TTS that adjusts the AI’s emo-
tional tone based on the officer’s speech analysis of success or
failure phrases, enabling responsive interactions.

This work describes the development of a simulator and
presents preliminary findings from a pilot study involving
three active-duty police officers. The study evaluated the
simulator’s feasibility and initial effectiveness through par-
ticipant surveys that measured interaction quality, emotional
realism, workload (using the NASA-TLX), and system per-
formance logs. We hypothesized that: (H1) the simulator
would show high perceived conversational coherence and
responsiveness; (H2) it would achieve high perceived emo-
tional realism; (H3) the keyword-based feedback loop would
impact the simulator’s emotional state; (H4) the system
would demonstrate technical viability based on performance
metrics like latency. Key contributions of this work include
the integration of Al technologies for police de-escalation
training, insights from the pilot study, and the identification
of the system’s potential as a scalable, on-demand training
resource, as well as current limitations.

Methodology

System Architecture

The Adaptive De-escalation Trainer is a modular, real-time
simulation system designed to engage police officers in emo-
tionally responsive conversations. It operates as a closed-loop
system (Figure 2) that processes officer speech, generates
grounded Al responses, and adjusts emotional tone based on
interaction flow. The system’s core components are as
follows:

Speech-to-Text (STT) interface: The system begins by
capturing the officer’s speech in real time and transcribing
it using Google’s Cloud Speech-to-Text API (Speech-to-
Text Al: Speech recognition and transcription, 2025).
This transcription provides the textual input needed for
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Figure 1. Pilot study—setup.

the conversation engine to interpret intent and generate a
response.

Dialogue engine with RAG: The core dialogue engine
uses LLM engine “gemini-2.0-flash-lite” (Comanici
et al., 2025). To ensure responses are contextually
grounded and relevant, the system uses RAG. Officer
input is embedded using SentenceTransformer and
matched against a FAISS index of expert-authored sce-
nario information/backgrounds. The most relevant con-
tent is retrieved and added to the LLM prompt, helping to
maintain coherent, scenario-consistent conversations and
reducing off-topic or unrealistic replies that are common
in LLMs.

Emotional state module and prosody control: The simula-
tor models the emotional state of the virtual subject, track-
ing dimensions like agitation, fear, or calmness. Using
keyword detection, it analyzes officer speech for specific
“success” or “failure” phrases. Positive phrases (e.g.,
empathy, validation) raise the emotional score positively,
while negative words (e.g., confrontation, dismissal) do
the opposite. The current emotional state modulates the
Al’s vocal output using a dynamic TTS system, altering
pitch and speed using weights to match the simulated
emotion, such as distress, anger, or relief.

Scenario design and integration: Subject matter experts
designed scenarios to reflect real-world challenges, such
as mental health crises or suicidal ideation. These scenar-
ios provide narrative context, subject history, emotional
cues, and success and failure phrases. The RAG system
utilizes this content to inform Al responses, ensuring that
conversations remain relevant to the needs of law enforce-
ment training.

Pilot Study with Law Enforcement Officers

A pilot study was conducted with active-duty police officers
(N=3) to evaluate the feasibility and perceived effectiveness
of the simulator (Figure 1).
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Figure 2. System architecture—Al simulator.

After obtaining informed consent, participants completed
a brief demographic survey that captured their age, years of
service, background in de-escalation training, and comfort
level with technology. Each officer was given standardized
instructions and a short briefing on the test scenario. They
then engaged in one verbal interaction with the Al-simulated
subject. The session was recorded, and officer speech, Al
responses, and system performance data were logged.

Following the interaction, officers completed a custom
questionnaire assessing the AI’s conversational quality,
including how natural, logical, and responsive it felt, as well
as emotional realism, such as tone of voice, appropriateness
of emotional reactions, and perceived individuality of the Al.
They also completed the NASA-TLX, a six-dimensional rat-
ing scale (mental demand, physical demand, temporal
demand, effort, performance, and frustration) scored 0 to 20
per subscale to yield an overall workload score, measuring
perceived workload (Hart & Staveland, 1988).

Open-ended questions gathered feedback on misunderstand-
ings or other issues during the conversation. Given the small
sample size, results were analyzed descriptively using mean rat-
ings, qualitative themes, and system logs (Figure 2).

Results

Participants

The three participating police officers were all male, with an
average age of 46.3 years (range: 35-53) and an average of

19years of service (range: 5-29). Two officers reported
being “Very Confident” in generally de-escalating tense situ-
ations, while one reported being “Somewhat Confident.”
Comfort levels with learning and using new computer soft-
ware or technology varied, with responses of “Neutral,”
“Slightly Uncomfortable,” and “Comfortable.”

Perceived Conversational Coherence,
Responsiveness, and Emotional Realism

Officers rated the Al very positively on conversation quality
and emotional realism (Figure 3). Key areas scored as fol-
lows (out of 7): conversational flow (M=6.00), validity of
persona (M=5.67), and story consistency (M=6.33). Logical
responses (M=6.67), understanding officer intent (M=5.67),
responsiveness to de-escalation tactics (M=5.33), and mini-
mal need to repeat statements (M=6.00) all showed high
means.

Notably, none of the officers experienced complete mis-
understandings. For emotional realism, realistic expression
(M=6.00), appropriateness of reactions (M=5.67), per-
ceived individuality (M=5.67), and clarity of emotional
shifts (M=5.67) all averaged above 5.5. This uniform set of
high ratings shows the system produces smooth, believable
dialogue and expressive emotions. These findings validate
our approach of combining scenario grounding via RAG and
dynamic, TTS-based emotion control to simulate realistic
crisis dialogues. Overall, the results support the simulator’s
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Figure 3. Average officer ratings of Al simulator interaction
quality and emotional realism (7-point scale).

ability to provide reliable and realistic practice for de-escala-
tion skills.

Al Response Sentiment Analysis

We looked at officer statements for “success” and “failure”
keywords to see how they influence the AI’s responses.
Using the VADER score to gauge emotional responses (rang-
ing from —1 for very negative to +1 for very positive), we
found that in three pilot sessions, officers used “success
phrases” before an Al response only twice, both of which
resulted in positive Al reactions (average score of 0.56).
There were no instances of “failure phrases” leading to a
clear Al response. In contrast, out of 24 Al replies to com-
ments without these keywords, 75% were positive (average
score of 0.30) and 25% were negative.

System Performance and Workload

System performance logs (Figure 4) showed that the average
wait time between conversation turns was 4.3 s. Figure 4 dis-
plays the latency distribution for key system components:
STT, Emotion Analysis, RAG processing, LLM response
generation, and TTS. The STT and TTS components had the
longest median latencies and the most variability in all
interactions.

Workload Assessment (NASA-TLX)

The perceived workload, measured using the NASA-TLX sur-
vey, indicated varied demand across dimensions (Figure 5).
Average scores for the subscales were: Mental Demand
(M=4.33, §D=4.93), Physical Demand (M=1.33, SD=1.53),
Temporal Demand (M=5.33, SD=5.03), Performance
(M=10.67,SD=9.29; lower scores indicate better participant-
perceived performance), Effort (M=6.00, SD=3.61), and
Frustration (M=2.33, SD=3.21).

5 Latency Components Across All Turns & Participants
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Figure 5. Average perceived workload (NASA-TLX scores)
after Al simulator interaction.

Discussion and Conclusion

This pilot study indicates that the Adaptive De-escalation
Trainer could effectively train police officers. The Al system
performed reliably, with officers finding conversations logical
and responsive. They felt the Al understood their intent during
de-escalation efforts, with no major misunderstandings
reported. Emotional realism was highly rated, with officers
believing the AI’s tone and reactions felt human-like. This
supports the incorporation of emotional text-to-speech and an
emotion model. The Al adjusts its emotional tone based on
key phrases from the officer. While signs of effectiveness were
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noted, more data are required for confirmation. A notable chal-
lenge was a 4.3-second average response delay due to cloud
processing, which affected conversation flow. Local operation
of these components could enhance responsiveness. Despite
the small sample size (only three officers) and limited scenar-
ios, the initial feedback highlights potential areas for improve-
ment. Future work should expand scenario diversity, include a
control group using standard role-play, and collect objective
performance metrics (e.g., physiological stress, decision accu-
racy). Integrating virtual-reality avatars may further increase
immersion.

In conclusion, the Adaptive De-escalation Trainer shows
promise as an Al-based pedagogical model for scalable, on-
demand de-escalation practice. Refining system responsive-
ness, broadening evaluation, and comparing against traditional
methods will be key to its safe, effective deployment.
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