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Abstract

Despite recent advances in many application-
specific domains, we do not know how to build a
human-level artificial intelligence (HLAI). We con-
jecture that learning from others’ experience with
the language is the essential characteristic that dis-
tinguishes human intelligence from the rest. Hu-
mans can update the action-value function with the
verbal description as if they experience states, ac-
tions, and corresponding rewards sequences first-
hand. In this paper, we present a classification of in-
telligence according to how individual agents learn
and propose a definition and a test for HLAI. The
main idea is that language acquisition without ex-
plicit rewards can be a sufficient test for HLAIL

1 Introduction

We made a lot of progress in artificial intelligence (Al). De-
spite this, the limitation of the current state of the art is most
apparent in robotics. When laypersons think about an Al
robot, they expect to verbally interact with it to get many ser-
vices like a human butler. However, we do not know how to
program such a robot yet.

In this paper, we try to answer following questions.

¢ What is the fundamental difference between human in-
telligence and other animals?

* What does it mean to understand the language?

* How can we test whether an agent has the capability for
HLAI?

We also introduce our ongoing effort to build a language
acquisition environment. We explain why such an environ-
ment is required and how it differs from existing language
acquisition environments. Let us begin by explaining what
distinguishes the human-level intelligence from the rest.

2 Level of Intelligence
Let us start our discussion with the following question:

Is an earthworm intelligent?
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The answer depends on the definition of intelligence. Legg
and Hutter proposed the following definition for intelligence
after considering more than 70 prior definitions [Legg and
Hutter, 2007; Legg et al., 2007].

Intelligence measures an agent’s ability to achieve
goals in a wide range of environments.

This definition is universal in the sense that it can be ap-
plied to a diverse range of agents such as earthworms, rats,
humans, and even computer systems. For biological agents,
maximizing gene replication, that is called inclusive fit-
ness, is generally accepted as the ultimate goal [Dawkins,
2016]. Earthworms have light receptors and vibration sen-
sors. They move according to those sensors to avoid the sun
or moles [Darwin, 1892]. It increases their chance of survival
and inclusive fitness [Hamilton, 1964]. Therefore, we can say
that earthworms are intelligent.

However, there are differences in intelligence between
earthworms and more advanced agents such as rats and hu-
mans. In this paper, we propose three levels of intelligence
to guide the Al research based on how learning is achieved in
agents. Table 1 shows a summary of this idea.

Level 1 Intelligence In this categorization, earthworms
have Level 1 intelligence, where there is no learning occur-
ring at the individual level. Their central nerve system (CNS)
or brains have a hard-coded mapping from sensory input to
the corresponding action. This hard-coded function is often
called as an instinct and updated with evolution [Tinbergen,
1951]. The problem with this approach is that adaptation is
very slow because the update to the neural circuit happens
through evolution. For example, if there is an abrupt climate
change due to the meteor crash, agents with Level 1 intelli-
gence will have difficulty adapting to the new environment.

Level 2 Intelligence The next level in intelligence is
individual-level learning. Relying on evolution for new rules
is too slow. If an individual agent can learn new rules such
as a new type of food, it would increase the probability of
successful survival and gene spreading. Agents with Level 2
intelligence can learn new rules during its lifetime, showing
higher intelligence than Level 1 intelligence.

To enable learning at the individual level, two functional
modules are required. The first is a memory to store newly
developed rules. The second module is a reward system to



judge the merit of the state. We stated that the goal of a bi-
ological agent is to spread genes. However, the correct as-
sessment is not possible at the individual agent level. For
example, an agent may lay eggs in a hostile environment that
no descendant will survive. Still, the agent cannot know this
because it would perish long before this happens. Therefore,
an agent with level 2 intelligence requires a function to es-
timate whether the current stimulus or state is good or bad
during an agent’s life. The reward system serves this purpose
by providing a proxy for the value of the state.

We point out that the environment does not provide a re-
ward. Instead, it is an agent that produces a reward signal,
which is the agent’s estimate of the value of the current state.
A dollar bill can be rewarding for some cultures but might
not generate any reward for a tribal human who has never
seen any money before. As for another example, when we
eat three burgers for lunch, the reward for the first and third
burger will be different, even though it is the same object for
the sake of the environment.

However, this is different from the standard Markov De-
cision Process (MDP) framework for reinforcement learning,
where a reward is determined from the environment. Legg
and Hutter used a standard MDP framework for the formal
definition of universal intelligence. However, they admitted
that a more accurate framework would consist of an agent,
an environment, and a separate goal system that interpreted
the state of the environment and rewarded the agent appro-
priately. Another way to resolve this conflict is how we view
an agent. An agent might represent whole rats or humans.
But for the sake of Al research, we are mostly interested in
the subset of the brain where learning occurs. Therefore, we
might call this subset as an agent. In that case, an environ-
ment might include other parts of the body where learning
is not happening, such as the body, sensory organs, a reward
system, and the old brain.

Level 3 Intelligence While learning with reward is better
than using evolution to improve brains, an agent must ex-
perience the stimulus to learn from it. However, there is a
limitation in learning with direct experience. For example, a
rabbit cannot try random action in front of the lion to learn
optimal behavior. It would be too late for the rabbit to adjust
the action-value function, and this experience cannot be trans-
ferred to others. Level 3 intelligence overcome this limitation
by learning from others’ experiences. A language is a tool for
learning from others. Humans’ technological achievements
were possible because we can learn from others and con-
tribute new knowledge. Isaac Newton said, “If I have seen
further, it is by standing on the shoulders of Giants.” Lan-
guage is an invention that enabled this. Therefore, the main
feature of level 3 intelligence is learning from other’s experi-
ences using language.

Please note that higher level intelligence includes the skills
from the lover level intelligence. Natural environment is usu-
ally dangerous. Therefore, most of the behaviors in level 2
intelligence agent will be determined from the hard-coded in-
stinct which is the main mechanism for level 1 intelligence.
In the previous example, a rabbit will respond to the mere
hint of the lion by sound and shape to run away. There is very

Features
* No individual learning
Evolution-based refinement
¢ EXx) earthworms
* Learning from direct experience
Reward-based refinement
* EX) rats, dogs
* Learning from indirect experience
Language-based refinement
¢ EX) humans

Level

Table 1: Three levels of intelligence

small area available for learning for individual level 2 agents.
Based on this viewpoint, current reinforcement learning can
be thought as the mixture of level 1 and level 2 intelligence.
For example, Ha and Schmidhuber used evolutionary algo-
rithm to optimize the policy in the context of the reinforce-
ment learning [Ha and Schmidhuber, 2018].

3 Clarifying Language SKkill

However, we need to clarify what we mean by learning with
language. For example, dolphins are known to use a ver-
bal signal to coordinate [Janik and Sayigh, 2013]. Mon-
keys have been taught sign language [Arbib et al., 2008].
Are dolphins and monkeys level 3 intelligence? Similarly,
there have been many previous works that demonstrated var-
ious aspects of language skills. Voice agents can understand
the spoken language and can answer simple questions [Ke-
puska and Bohouta, 2018]. Agents have been trained to fol-
low verbal commands to navigate [Hermann et al., 2017,
Chaplot et al., 2018; Chen et al., 2019; Das et al., 2018a;
Shridhar et al., 2020]. GPT-3 by open Al can generate ar-
ticles published as Op-Ed in the Guardians [Brown et al.,
2020; GPT-3, 2020]. Some models can do multiple tasks
in language as evaluated in the GLUE benchmark or De-
caNLP [Wang et al., 2018; McCann et al., 2018]. Models
exhibit superior performance in all categories than humans
except Winograd Schema Challenge [Levesque et al., 2012],
where models perform slightly less than humans [Raffel et
al., 2020]. Do these models have level 3 intelligence?

Using language has many aspects. In this paper, we claim
that learning from others’ experiences is the language’s es-
sential function. We will explain this with a simple example
and then formalize it in the context of reinforcement learning.

Example 1. Let’s say that you have never tried Cola be-
fore. Now for the first time in your life, you see this dark,
sparkling liquid that somehow looks dangerous. You have a
few available actions, including drinking and running away.
Randomly you might select to drink. It tastes good. It rewards
you. Now your action value to the same situation has changed
such that you will choose to drink it more deliberately. It is
the change induced by direct experience.

Learning with language means that it should bring a simi-
lar change in your mind when you hear someone say, “Cola
is a black, sparkling drink. I drank it, and it tasted good.”
Figure 2 shows this with the notation in Markov decision pro-
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Figure 1: (a) The standard framework for reinforcement learning (b) The revised Relationship of the agent and environment. Environment
provides an observation. Some observation is used for the reward system in the agent. The resulting reward signal and the sensory information

is fed into the control system.

cess (MDP) [Sutton et al., 1998].

Based on this aspect of language use, we can define the
HLATI as following;

Definition 1 (A definition of HLAI). An agent has human-
level artificial intelligence if there exists a symbolic de-
scription for every feasible sensory input and agent action
sequence, and the agent can update the behavior policy
equally whether it receives the symbolic description or it goes
through the sensory input and the action sequence itself.

One challenge with implementing the test of HLAI accord-
ing to this definition will be how we can make sure that there
is a symbolic description for all feasible experience sequences
which are not bounded.

4 A Test for HLAI

There are many tests for Al, including the Turing test,
robot college student test, kitchen test, and Al preschool
test [Adams er al., 2012]. For example, Turing test mea-
sures if an agent can imitate the human by communicating
like one. Robot college student test asks an agent to register,
take classes, and to get passing grades by doing assignments
and exams. Unfortunately, they are seldom conducted in the
current research and when they are conducted, there is a con-
troversy about the validity [Shieber, 1994]. There are a few
limitations that make these tests not practical. First, those
tests are too difficult. All tests assume that the agent has al-
ready acquired the language skill, but we do not know how
to program an agent who can learn a language. Second, they
require human participants to administer the test. While it
takes a few years for humans to be a professional StarCraft
II player, it took 200 years of gameplay for machines to mas-
ters [Vinyals et al., 2019]. Learning five years of human ex-
perience will take a lot of time for training with human in-
tervention. Therefore, using humans is cost-inhibitive and
not scalable. Also, interactions with human participants are
not reproducible for the validation. Ideally, the test should
require the minimum level of intelligence that can pass as

human-level intelligence, and it should be cheap to run the
test.

To overcome those limitations, we propose a new test for
HLAL If a human infant is raised in an environment such as a
jungle where there are no human, he/she cannot acquire lan-
guage. It is environment-limited. Also, if we have animal
cubs and try to raise them like a human baby by teaching lan-
guage, they cannot acquire language. It is capability-limited.
Therefore, language acquisition is a function of an environ-
ment and a capability.

Based on this argument, we propose the Language Acqui-
sition Test for HLAI as the following;

Theorem 1 (A Language Acquisition Test for HLAI). Given
a proper environment, if an agent without language skills can
acquire a subset of the language, the agent has the capability
for HLAL

Proof. Suppose an agent can acquire a new symbolic descrip-
tion that can bring the same change for a certain experience
sequence without relying on existing language skills. In that
case, the agent can extend the language skills to a novel ex-
perience until it finds the symbolic description for any given
experience.

Example 2. A human baby will start learning a single word
such as water or mom. When the baby hears these words, they
expect similar experiences such as drinking water or seeing
mom. Even though this is a small start, the baby will quickly
add the vocabulary to be fluent in the language.

Compared to other tests, it has the least prerequisite. For
example, the Turing test or robot college student test assumes
that the agent has already acquired language skills, which is
a challenging requirement for the current research.

4.1 Practical Administration of the Language
Acquisition Test

In the Language Acquisition Test, a proper environment

means that there are other humans to teach language to the

learning agent. A straightforward way to administer the test is
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Figure 2: Learning with language means that the symbolic description brings the same changes to the model comparable to direct experiences.

by asking human participants to raise the physical robot agent
like a human baby. Turing has suggested this approach [Tur-
ing, 1950] and the Developmental Robotics community has
actively pursed in many researches [Lungarella et al., 2003;
Asada et al., 2009; Cangelosi and Schlesinger, 2015]. How-
ever, we already discussed the limitation of the human par-
ticipants: the prohibitive cost and difficulty in reproducible
research.

It would be more useful if we could use artificial en-
vironment [Brockman et al., 2016]. There were previous
works using simulated environments for the language acqui-
sition, where agents get rewards by following verbal instruc-
tions in navigation [Chen et al., 2019; Savva et al., 2019;
Chaplot et al., 2018; Hermann et al., 2017; Shridhar et al.,
2019] or give correct answers (question answering)[Das et
al., 2018al. However, previous environments have the fol-
lowing limitation for the test of the HLAIL

» Use of Rewards: Using reward signals generated by en-
vironments will be sufficient for the implementation of
level 2 intelligence. However, for level 3 intelligence,
the experiencing reward itself should be part of verbal
description. In our previous cola example, there is a part
related to the explicit reward that is it tasted good. In
the previous researches, they tend to use explicit reward
to teach the concept of the black sparkling drink by giv-
ing explicit reward when the agent point or navigate to
the verbal description. [Chen et al., 2019; Hermann
et al., 2017; Chaplot et al., 2018; Das et al., 2018a;
Shridhar et al., 2020]. This approach cannot be applied
in this case because we need a separate reward mecha-
nism for teaching object concept black sparkling drink
and the associated reward it tasted good.

* Grounded Language and Embodied Exploration:
The language symbols need to bring changes in the
policy. It means that the language symbols need to
be grounded with sensory input and the actions in the
embodied agents. Some environments that use only
the text lack this grounding. [Narasimhan et al., 2015;
Coté et al., 2018].

¢ Shallow interaction with large number of items and

vocabulary: Previous Environments tend to pour large
items and vocabulary into the training. However, as
Smith and Slone pointed out, human infants begin to
learn a lot about a few things [Smith and Slone, 2017].
We need to build upon basic concepts before we can
learn advanced concepts.

Therefore, we claim that we need a new simulated environ-
ment for the test of HLAI to overcome these limitations.

4.2 An Environment for Language Acquisition like
a Human Child Does

We introduce our ongoing effort to build a Simulated En-
vironment for Developmental Robotics (SEDRo). SEDRo
provides diverse experiences similar to that of human in-
fants from the stage of a fetus to 12 months of age [Turing,
1950]. SEDROo also simulates developmental psychology ex-
periments to evaluate the progress of intellectual development
in multiple domains. In SEDROo, there are a caregiver charac-
ter, surrounding objects in the environment (e.g., toys, cribs,
and walls), and the agent. The agent will interact with the
simulated environment by controlling its body muscles ac-
cording to the sensor signals. Interaction between the agent
and the caregiver allows cognitive bootstrapping and social-
learning, while interactions between the agent and the sur-
rounding objects are increased gradually as the agent gets into
more developed stages. The caregiver character can also in-
teract with the surrounding objects to introduce them to the
agent at the earlier development stages.

In SEDROo, the agent can learn up to 12th Months’ verbal
capacity that speaks first words. As a concrete example, let
us review how they will learn the word water. The agent
has a sensor which indicates the thirsty. When the sensor
value is larger than the threshold, the agent will choose the
crying behavior by the pre-programmed instincts. When the
mother hears the crying, she will investigate and bring water,
which the agent will drink. At the same time, the mother says
sentences such as “Water!”. Therefore, the agent associates
the auditory signal, visual signal, action sequence, and the
rewards generated by relieving thirst. More specifically, we
conjecture that they will learn to predict vectors’ sequence



Figure 3: Screenshot of the SEDRo environment. (a) shows the learning agent which has the physical dimension of the one-year-old human
baby. The orange line between eyes represents the eye gaze direction. The grid in the torso shows the area for the distributed touch sensors in
the skin. (b) shows a caregiving agent feeds milk to the learning agent. (c) shows the visual input to the agent.

where vectors are encoding of the auditory, visual, and so-
matosensory signals. After enough association has been es-
tablished, the agent might say “Wada,” and the mother brings
water. Please note that there are no explicit rewards in this
scenario. SEDRo will support this learning to learn the lan-
guage.

The verbal speech is approximated by the sparse dis-
tributed representations (SDR). Speech is encoded to a 512-
dimensional vector, where about 10 of them are randomly se-
lected for each alphabet. At each timestep, the corresponding
speech signal is represented as the sequence of the vectors.
Noise can be added by randomly changing some of the bits.

5 Discussion

We compare the definition of HLAI with the related concepts
for AI. And we discuss the limitation of our approach and
alternative options.

5.1 AGIor HLAI

The history of Al is long, and the term Al is used in a broad
sense. While Al includes HLAI, it also includes active re-
search area of application-specific Al or machine learning.
Interestingly, when the general public thinks Al, they tend to
think HLAI, while most academic research is on application-
specific Al. Strong or True Al has been used to distinguish
the two, but the definition is not clear. Artificial general in-
telligence (AGI) is also used in a similar context. AGI em-
phasizes that the agent should be able to do many things as
humans do. However, doing many things in a diverse context
does not necessarily mean that agents can do what humans
do. As a counter-example, a rat can jump around, gather food,
mate, and raise a newborn. A virtual rodent by Merel et al.
can do multiple tasks depending on the context [Merel et al.,
2019]. We might say that this virtual rodent achieved AGI in
the simulated environment, but this is not what AGI research
targets. In this sense, HLAI might be a better concept for Al
research.

5.2 Limitations and Alternatives

We proposed to use human-like experience to teach language.
The main challenge is that it is difficult to program the care-
giver character to enable diverse but reasonable back and
forth interaction with the random behaviors of the learning
agent. It is expected to teach a few first words if we are
successful. Some alternative includes using a completely
artificial environment that is not relevant to human experi-
ence but still requires skills in many domains. For exam-
ple, emergent communication behaviors that can be thought
of as language has observed in the reinforcement learn-
ing environment with multiple agents [Eccles et al., 2019;
Cao et al., 2018; Das et al., 2018b; Foerster et al., 2016].
While we might find the clues about the learning mechanism,
it might be challenging to apply to the human robot inter-
action because language is a set of arbitrary symbols shared
between members [Kottur et al., 2017].

Another possibility is to transform existing resources into
an open-ended learning environment. Using Youtube videos
to create a diverse experience can be an example. However,
Smith and Slone pointed out that those approaches use shal-
low information about a lot of things, while human infants
begin to learn a lot about a few things [Smith and Slone,
2017]. Also, visual information from the first years consists
of an egocentric view, and the allocentric view emerges after
12 Months. Another aspect is that humans learn from social
interaction. While infants can learn language from having a
Chinese tutor in the meeting, but they cannot learn by see-
ing the recorded video of tutoring [Kuhl, 2007]. Therefore,
we assume that we need to acquire necessary skills before we
can learn from those sources.

6 Conclusion

Even though the goal of the Al research has been building
HLALI, it was not clearly defined. Furthermore, many tests
for HLAI have been proposed, but those are not practical and
thus not used in the evaluation of Al researches. In this pa-
per, we propose a definition of HLAI. This definition empha-
sizes that humans can learn from others’ experiences using
language. Based on this definition, we proposed a language



acquisition test for HLAI. A version of this test can be ap-
proximated by the simulated environment, and we hope that
other researchers can use it to facilitate the research on HLAI.
The take-away messages in our paper for the researchers who
develop or use language acquisition environment are follow-
ing:

* RL researchers: Using reward signal generated by en-
vironments will be effective for the implementation of
level 2 intelligence. But for level 3 intelligence, the re-
ward system is also part of the agent and using the pre-
diction error or intrinsic errors can be a viable option as
the researchers in language models do.

* Language model researchers: The language symbols
need to bring the changes in the policy. It means that
the language symbols need to be grounded with sensory
input, the actions, and the corresponding rewards in the
embodied agents.
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