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Abstract—The ad hoc network localization problem deals with estimating the geographical location of all nodes in an ad hoc network,
focusing on those nodes that do not have a direct way (for example, GPS) to determine their own location. Proposed solutions to the
ad hoc localization problem (AHLP) assume that nodes are capable of measuring received signal strength indication (RSSI) and/or are
able to do coarse (sectoring) or fine signal angle-of-arrival (AoA) measurements. Existing algorithms exploit different aspects of such
sensory data to provide either better localization accuracy or higher localization coverage. However, there is a need for a framework
that could benefit from the interactions of nodes with mixed types of sensors. In this paper, we study the behavior of RSSI and AoA
sensory data in the context of AHLP by using both geometric analysis and computer simulations. We show which type of sensor is
better suited for which type of network scenario. We study how nodes using either, both, or none of these sensors could coexist in the
same localization framework. We then provide a general particle-filtering framework, the first of its kind, that allows heterogeneity in the
types of sensory data to solve the localization problem. We show that, when compared to localization scenarios where only one type of
sensor is used, our framework provides significantly better localization results. Furthermore, our framework provides not only a location
estimate for each nonanchor, but also an implicit confidence measure as to how accurate this estimate is. This confidence measure
enables nodes to further improve on their location estimates using a local, iterative one-hop simple message exchange without having
to rely on synchronized multiphase operations like in traditional multilateration methods.

Index Terms—Mobile computing, position measurement, radio position measurement, probabilistic algorithms, ad hoc networks.
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INTRODUCTION

MOBILE ad hoc networks (manets) are infrastructureless
networks that form on the fly as network nodes move
in and out of each other’s transmission range. Since a
manet serves as an abstract model and concept that can be
seen as a superset of diverse subareas such as sensor
networks and mesh networks, or as an enabler for
pervasive computing, it has attracted heavy research
interest in the past several years. A major advantage of
manets over regular wired or wireless networks is in their
infrastructureless nature, as they can potentially be
deployed more rapidly and less expensively than infra-
structure-based networks. However, the lack of an under-
lying explicit infrastructure also becomes a major
disadvantage in adapting manets to a wider array of
applications, since existing network algorithms and proto-
cols are not “plug-in” solutions for such dynamic net-
works. New algorithms need to be and are being designed
for such fundamental network tasks as addressing,
topology discovery, and routing.

Location discovery is emerging as one of the more
important tasks, as it has been observed and shown that
(semi)accurate location information can greatly improve the
performance of other manet tasks such as routing, conser-
ving energy, or maintaining network security. For instance,
algorithms such as Location-Aided Routing (LAR) [13],
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Grid [16], Greedy Other Adaptive Face Routing (GOAFR+)
[15], and Terminode Local Routing/Terminode Remote
Routing (TLR/TRR) [1] rely on location information to
provide more stable routes during unicast route discovery.
The availability of location information is also required for
geocast (multicast based on geographic information [12])
algorithms such as the Location-Based Multicast (LBM)
algorithm [14], GeoGrid [17], and Position-Based Multicast
(PBM) routing [19]. To minimize power consumption, the
Geographical Adaptive Fidelity (GAF) algorithm [29] uses
location information to effectively modify the network
density by turning off certain nodes at particular instances.
In [9], it has been shown that wormhole attacks can be
effectively prevented when location information is avail-
able. Localization techniques are also used in event
detection within sensor networks [28].

A direct way of obtaining location information is to
install GPS receivers on each node. However, this is
currently impractical, as GPS receivers are still relatively
expensive, power-hungry, and require a clear line of sight
(that is, making indoor use impossible) to several Earth-
bound satellites. In ad hoc networks, devices may be small
while operating on a very restricted power source; thus, it
may not be feasible to install GPS receivers onto all nodes.
In this paper, we present a localization algorithm that
allows non-GPS nodes to be localized based on hetero-
geneous measurements including ranging, angle, and
connectivity.

The rest of the paper is organized as follows: Section 2
defines the localization problem and the motivation of our
research. Related work is summarized in Section 3. Section 4
introduces our particle filter framework, the performance of
which is evaluated via simulations in Section 5. A
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discussion on the advantages of the particle filter method
over existing localization methods is presented in Section 6.
Section 7 concludes the paper.

2 PROBLEM DEFINITION AND MOTIVATION

We define the ad hoc localization problem (AHLP) as the
task of finding estimates for the physical location of all
nodes given that only a subset of the nodes (anchors) know
their exact location. More formally, given a network graph
G = (V, E), where a subset of the nodes {V'} are location-
aware anchor nodes {V,,,} C {V'}, the objective of an ad hoc
localization algorithm (AHLA) is to find the locations of
nonanchor nodes {V} — {Vp,s}. The AHLP is nontrivial for a
number of reasons:

1. Geometric limitations. To pinpoint its location, a node
needs to know the locations of at least three anchor
nodes together with its distance from each of these
anchor nodes. Alternatively, nodes could calculate
their location based on a distance and an (absolute)
angle measurement from one anchor. Even if
obtaining such measurements was possible and the
measurements were exact, guaranteeing that (sev-
eral) anchor nodes surround each regular node is
impossible, as manets may be randomly deployed
and, in general, only a small percentage of nodes are
anchors. Thus, a good AHLA needs to take
advantage of multihop information, that is, estimat-
ing node locations based on other nodes’ location
estimates.

2. Auvailability of measurements. For AHLAs that require
distance or angle measurements, certain sensory
devices will need to be available to provide such
readings. However, it is likely that not all nodes
have the same sensory capacity. In other words,
there is a need for the AHLA to work in a
heterogeneous environment with different location
sensory capacities.

3. Measurement error and error propagation. Even when
received signal strength indication (RSSI) and/or
angle-of-arrival (AoA) sensors are available, those
measurements are prone to errors. For instance, a
distance measurement based on an RSSI reading is
prone to multipath fading and far field scattering.
The error can be especially high when the quantity
and quality of obstacles in between sender and
receiver is significant. Since most AHLAs require
measurements from nodes several hops away, the
measurement error is likely to aggregate along the
path and eventually completely throw off the
location estimate.

Previous work on the AHLP tries to address the above
issues from various angles. However, we are not aware of
any previous work specifically and explicitly addressing the
second issue. Thus, in this paper, we propose a probabilistic
AHLA based on particle filtering that is specifically
designed to work in heterogeneous networks where
different nodes may have different sensory capacities. To
the best of our knowledge, our framework encompasses the
first AHLA dealing with ad hoc networks where location
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sensor capabilities may be heterogeneous. Using the same
probabilistic framework, our algorithm enables nodes with
different location sensory capacities (for example, RSSI,
AoA, or no sensory reading at all) to cooperate in solving
the AHLP. Our AHLA is also highly distributed and loosely
coupled in the sense that the localization process does not
need centralized control. Each node performs its own
localization aided by a simple message exchange with its
neighbors; there is no requirement for maintaining multi-
hop connectivity data. We have performed extensive
simulations of our AHLA by varying different parameters
such as sensor capacities, sensory noises, anchor ratio, and
network density. Our analysis and simulation study
indicate a clear advantage of combining RSSI and AoA
sensors in the same network instead of relying on the same
type of sensor for the entire network. The simulations also
demonstrate the effectiveness of our particle-filtering
framework in adapting to the networks of different
sensory capacities, making it particularly suitable for such
a heterogeneous environment.

3 RELATED WORK

Currently, a majority of the AHLAs rely on distance
measurements using RSSI or time of arrival (ToA). In RSSI,
the receiver measures the received signal strength and
compares it with the transmitted signal strength. The
difference (in decibels) is then applied to the inverse of
the signal propagation model to provide a distance
measurement. Sensors that measure RSSI are widely
available to mobile devices. Indeed, most off-the-shelf
technologies implicitly provide such information (for
example, most Wi-Fi, Bluetooth, and IEEE 802.15.4 chipsets
do). The drawback of RSSI-based measurements is that they
can be very inaccurate because an exact model of the
propagation environment is unavailable. Although ToA is
used for radio signals in GPS, it is mostly used in the
context of acoustic signals in inexpensive ToA tracking (as
propagation speeds are five orders of magnitude less).
Thus, ToA measures the time-acoustic signals travel from
the sender to the receiver. The distance is obtained by
multiplying this time with the signal propagation speed. In
general, distance measures based on ToA are more accurate
than RSSI-based measures. However, special acoustic
transceivers have to be employed on each node, and strict
time synchronization among nodes needs to be in place. As
mentioned earlier, ToA may also be used together with
radio signals, but current technology is not mature enough
to provide a satisfactory precision over smaller distances
inexpensively.

A number of AHLAs that operate on distance measure-
ments have been proposed. Methods such as DV-Hop, DV-
Distance, and euclidean [21], [22] estimate the absolute
node locations; the GPS-Free method [3] calculates relative
node locations from the distance measurements. Different
methods generally exploit the trade-off between the
estimation accuracy and the estimation coverage. For
instance, given the same network scenario, the euclidean
method is capable of generating more accurate location
estimates of a smaller subset of nodes, whereas the DV-
Hop method has better coverage but worse accuracy.
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Regardless of the trade-off, a common characteristic shared
by distance-based AHLAs is that they require a relatively
high network density in order to archive better results.
Based on the extensive simulation of DV-Distance, eu-
clidean, and multilateration methods performed in [4], it
can be concluded that those distance-based AHLAs
“require an average degree of 11-12 nodes within the
ranging neighborhood in order to achieve 90 percent
localization coverage with 5 percent accuracy.”

Simulation studies in [4] also show that, when AoOA is
used in conjunction with distance measurements, the
localization accuracy and coverage can be drastically
improved. This should not come as a surprising conclusion,
as nodes need to communicate with only one neighbor to
perform localization if they can obtain both AoA and
distance measurements. The work in [4] also presents three
variations of a weighted mean square error algorithm that
localizes the nodes, each of which is designed to work with
one of the three measurement types: 1) distance-only
measure, 2) distance plus a more accurate AoA measure
(up to 8 degrees of precision), and 3) distance plus a less
accurate AoA measure (up to 60 degrees of precision). The
less accurate AoA measurement method is sometimes
referred to as sectoring. Simulations in [4] show that the
localization accuracy and coverage can be greatly improved
with coarse sectoring as well.

Currently, there is no off-the-shelf device that offers AoA
sensing capability. However, a number of prototype
devices are available. For instance, Cricket Compass [24]
is a small form device that uses ultrasonic measurements
and fixed anchors to obtain acoustic signal orientations. In
[23], a rotating directional antenna is attached to an 801.11b
base station. By measuring the maximum received signal
strength, a median error of 22 degrees can be obtained from
the sensor. The challenge here is to design the AoA sensing
device that has small form factor and low energy con-
sumption. In [4], Chintalapudi et al. outline a solution with
a ring of charge-coupled devices (CCDs) to measure AoA
with relatively low energy consumption.

Other than range and angle-based methods, there is a
different class of localization methods that rely solely on
connectivity information. Assuming that all nodes have the
same transmission range, the localization problem becomes
a problem of fixing a set of unit disks into a graph given
the connectivity constraints. The Centroid method [2]
estimates the location of an unknown node as the average
of its neighbor’s locations. The Approximate Point-in-
Triangulation (APIT) method [7] estimates the node
location by isolating the area using various triangles
formed by anchors.

The localization algorithm proposed in this paper is a
probabilistic method employing important sampling tech-
niques (particle filters). Here, each unknown node’s loca-
tion is viewed as a probability distribution over the
deployment area. The goal of the localization algorithm is
to shape the distribution based on a sequence of measure-
ments until the distribution becomes focused and collapses
onto a small area. The probabilistic method and particle
filters have been used in visual target tracking [11] and
computer vision location systems [5], [27] in the context of
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robotics. The particle filter method is also used in [18] to
triangulate the mobile node location based on received
signal strengths from several known-location base stations
in wireless cellular networks. The probability Grid system
in [26] is a centralized probabilistic localization algorithm
that updates the distribution based on a Grid system.

Perhaps the closest to our work are the Monte Carlo
localization (MCL) method [8] and the indoor location
tracking algorithm proposed in [30]. In [8], a similar
probabilistic and particle filter approach was taken to
localize mobile nodes in ad hoc networks. As nodes move in
and out of range of each other, the probability distribution
is updated via particle filtering based on connectivity
information. However, our work differs from theirs in that
we consider sensory-based (RSSI or AoA) localization,
whereas the localization in [8] is range-free. Given the
different measurement models, the filtering process is also
completely different. Furthermore, our method works for
both stationary and mobile networks, whereas the model in
[8] is designed for mobile networks only. Finally, localiza-
tion in [8] only occurs when a regular node hears from an
anchor directly, whereas our algorithm allows collaborative
localization among regular nodes.

In [30], we have dealt with a known environment; thus,
different obstacles can be represented in a floorplan and a
signal strength (RSSI) map can be obtained via measure-
ments and calculations ahead of time. The location tracking
problem then becomes a decision-making problem, where a
solution may use a measurement model that compares the
current RSSI with the signal strength map to find the
location with the highest probability of matching the
current RSSI reading. Although roots are similar, the
solution described in this paper is designed for outdoor
environments and infrastructureless networks, where major
continuous obstacles (such as walls) are assumed to be
minimum and fairly reliable distance estimates can be
obtained from RSSI readings and the signal propagation
model. The probability distributions of location estimates
are updated solely from the distance and location estimates
from neighbors.

4 PARTICLE FILTER FRAMEWORK FOR LOCATION
ESTIMATION

In this paper, we propose a localization method based on
Bayesian filters by using Monte Carlo sampling (also
known as particle filters) introduced in [6]. Our method
can be considered a probabilistic approach, in which the
estimated location of each node is regarded as a probability
distribution captured by samples, thus, the term particles.
The distribution of particles (the probability distribution of
a node’s location over the area) is continuously updated, as
the node receives location estimates from its neighbors
along with certain types of sensory readings such as RSSI
and AoA. (More precisely, particles represent samples
drawn from a continuous probability density function;
thus, using the term “probability distribution” is justified.)
Essentially, nodes estimate their own locations by ex-
changing the location distributions directly with their
neighbors.
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Fig. 1. Location distribution in simple scenarios with distance measures.
(a) Particle distribution of node 0 when node 1 is not presented.
(b) Particle distribution of node 1 when node 0 is not presented.
(c) Particle distribution of node 0 when node 1 is presented. (d) Particle
distribution of node 1 when node 0 is presented.

Fig. 1 demonstrates how our method solves the AHLP in
a simple scenario (where RSSI-based distance measure-
ments are used). Here, nodes 2, 3, and 4 are anchors,
whereas nodes 0 and 1 are nonanchors. Of the nonanchors,
node 0 can receive signals only from nodes 1 and 4, and
node 1 can receive signals only from nodes 0, 2, and 3. From
the signal strength readings, nonanchors estimate their
distances to their neighbors. The probability distribution of
the estimated location is represented by the particles (dots)
in the graph. In Fig. 1a, where node 1 is removed, node 0
can only receive signals from node 4; thus, as the particle
distribution indicates, the probability distribution where
node 0 is most likely located concentrates on a circle around
node 4. In Fig. 1b, where node 0 is removed, node 1 can
receive signals from nodes 2 and 3; thus, the most likely
locations for node 1 center around two areas where
“transmission circles” around nodes 2 and 3 intersect.
Intuitively, in order to localize itself, a nonanchor needs to
receive location information from a minimum of three
anchors either directly or indirectly. In both cases (Figs. 1a
and 1b), the exact location of nonanchor nodes 0 and 1
cannot be deduced because they do not receive location
information from all three anchors. In Figs. 1c and 1d,
where all nodes are available, nodes 0 and 1 are able to
communicate with each other and exchange their particle
distributions. Thus, their probability densities will repre-
sent their actual locations much closer even though neither
node receives location information from all three anchors
directly.
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The theory and mathematics behind our particle filter
solution are explained in detail in [10]. In a nutshell, the
particle filter updates its probability distribution in two
steps: estimation and correction. In the first step, the filter
updates the distribution, X, based on a system model where
the new location of the node is estimated based on its
previous location. Here, we select a simplistic model by
assuming that, at any point in time, the node moves with a
random velocity drawn from a normal distribution with a
mean of Om/s and a fixed standard deviation o. No
information about the environment is included in this
model and, as a consequence, the filter permits the
estimates to move along arbitrary paths. Thus, our system
model is simply p(s;|s;—1) = N(0,0), where N is a normal
distribution. Note that, although such a system model
should work well in stationary networks and networks
where user mobility is extremely uncertain, there may be
better models for mobile networks. In reality, mobile nodes
follow a certain kind of movement profile instead of
random motion. The closer the system model resembles
the actual movement profile of the node, the better the filter
will perform. However, since it is difficult to obtain a
reliable movement profile when the location is unknown,
the assumption of random movement is probably the best
we can do. (Note that a more accurate mobility model
would greatly improve the estimate of the filter.)

When a reading m is obtained from the RSSI or AoA
sensor, the particle filter undergoes a correction step, in
which the measurement is used to correct the output of the
system model. In particular, the correction step modifies the
particle distribution X so that it becomes more consistent
with the current measurement. In our case, the correction is
calculated based on both the measurement reading and the
location distribution of the neighbor. In other words, when
node u receives a measurement reading m from node v, the
correction step updates the location distribution of X,
based on m as well as X,. The correction step is challenging
due to the fact that both m and X, are imprecise. The
measurement reading m could be noisy due to environ-
mental and sensory characteristics. The location distribution
X, could also be imprecise, unless v is an anchor. Thus, the
correction step needs to modify the particle distribution X,
so that it becomes more consistent with m while taking into
account the inherent impreciseness of X, and X,,.

After each correction step, the estimated location of the
node is obtained by finding the mode of the particle
distribution. The mode is calculated by comparing the
distances between samples. The particle that is the closest to
all other particles (that is, the mode of the density) is
selected to be the most likely estimated location at the
current time. For stationary networks, we can monitor the
expected location over multiple updates and set the stop
condition when the change of the location becomes
sufficiently small for the application using the location
data. Alternatively, we can monitor the filter uncertainty (in
terms of variance in particles’ locations) and set the stop
condition when it falls below a certain threshold. For mobile
networks, the particle filter can run continuously to keep
track of locations as nodes move.
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Algorithm 1. Particle Filter Update
X, < Uniform particle distribution over the deployment
area
repeat
for all neighbor v in the neighbor set do
Receive (id,, X,, and m)
Decompress X,
for all z, € X, do
Randomly select a z, € X,
Find location «/, based on z,, m, stdev(X,), and
stdev(X,)
Update =z, with N(z/,, ((stdev(X,,) + stdev(X,))/2)*)
end for
end for
until var(X,) is below a threshold

Algorithm 1 shows the pseudocode for the particle filter
update algorithm. Note that the method to find the new
location z/, depends on the sensory capacity of the receivers.
We can now consider three different types of behavior for
the correction step depending on what sensors are avail-
able: RSSI, AoA, or none (“blind node”). We then analyze
both RSSI and AoA methods in the context of the AHLP
with and without measurement noises. Finally, we explain
the Decompress step, which is necessary to reduce the
communication overhead.

4.1 RSSI Sensor Availability

When an RSSI sensor is available, we obtain a distance
estimate from the inverse of the signal propagation model
ARSSI = p(f D, A%), where D is the distance, f is the
frequency used, A’ is the transmission power, and A5 is
the received signal strength. Noise can be added to the
model, but we disregard it when calculating the inverse and
let it be reduced by the particle filter. (This does not mean
that we are ignoring noise in our evaluation, as noise will
indeed be added to the RSSI measurements in the
simulation model).

As shown in Fig. 2a, we let node v be the sender and
node u be the receiver. For each particle z, in the current
location distribution X,,, we randomly select a particle x, in
the sender’s location distribution X, and calculate their
distance D@«™) We then measure the difference between
D) and DFSST) and select a new location for resampling
based on the difference, as well as the variances, of the
particle distribution X, and X,. For instance, before the
update step, z, and x, are located at points A and B,
respectively. Thus, D@%) = |AB|. Let A’ be the location of
z, based on the RSSI reading on the same line, that is,
DUSSD — | A' B|. Intuitively, if the location estimate given by
the distribution X, is accurate and the actual location for
node v is indeed at z,, then the new location for particle z,
should be at point A’. Conversely, if the location estimate of
the distribution X, is accurate, then the new location for x,
should stay at A. Therefore, we select the new location
based on the perceived accuracy, that is, the variances, of
the distributions of X, and X,,. Let the standard deviation of
a distribution X be stdev(X). We select the new location of
xy, ), along the line |AA’| such that

|[Az,|  stdev(X.,)
|zt A'| stdev(X,)
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Fig. 2. Particle filter update. (a) RSSI. (b) AoA.

A new particle is then randomly resampled using a normal
distribution centered at 2/, with the standard deviation
being the average of those of X, and X,. We consider the
standard deviations of both X, and X, during resampling
because the spread of both distributions affects the spread

of the updated distribution X,.

4.2 Ao0A Sensor Availability

When an AoA sensor is available, we compare the standard
deviations of the sender’s and receiver’s distribution as
before, but in this case, we modify the receiver’s particles
based on AoA. Again, let v be the sender and u be the
receiver. As shown in Fig. 2b, for each particle z, in the
current location distribution X, and particle z, in the
sender’s location distribution X,, the AoA between z, and
, can be calculated along with the distance D) = |AD].
We draw a line through B according to the current AoA
reading and select a point A’ by maintaining the distance so
that |A'B| = |AB|. The new particle location 2/, is then
located on the arc between points A and A’ with the radius
being |AB|. If the location estimate from v is more accurate,
then 2/, should be closer to point A’ along the arc.
Conversely, if the location estimate from v is more accurate,
then z, should be closer to A. Thus, the new location of z,,
!, is the following:

/ABx,  stdev(X,)
/x! BA'  stdev(X,)’

Similarly to the way done at the RSSI sensors, a new particle
is resampled from the selected location based on a normal
distribution with the standard deviation equaling the
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average of stdev(X,) and stdev(X,). When both RSSI and
Ao0A sensors are available, the aforementioned update steps
can be effectively combined. In such a case, the particles are
first updated based on the RSSI reading followed by an
update based on the AoA readings. Thus, both sensor
readings are applied to the location estimation.

4.3 Blind Nodes

We also consider a third type of nodes, the blind nodes,
where neither RSSI nor AoA sensors are available. Blind
nodes have to rely on pure connectivity information to
estimate their locations. One approach is to use a variation
of the Centroid method [2], where nodes estimate their
locations by simply averaging all their neighbors’ locations.
Intuitively, such a method should work reasonably well
when the network is well connected (so that there is more
location data from the neighbors to work with) and the
anchor ratio is high (so that the location data from the
neighbors are more accurate). We adopt the same idea here
but adapt it to the context of particle filtering.

We consider the same scenario as before, where node u
receives a location update message from a neighbor v. Let
x,, be a random particle within the location distribution X,
before the update. Let x, be a random particle at neighbor’s
distribution X,. Since there is no sensor reading on ranging
or angle, we cannot tell exactly the distance or the direction
between u and v, but we know they are sufficiently close
since the nodes are in each other’s transmission range. In
this case, we update particle /s location (to between z,
and z,) as

|z 2| _ stdev(X.,) .
|zt x,|  stdev(X,)

Again, when X, is perceived as more accurate (that is,
when stdev(X,) is smaller), z/, becomes closer to the
previous location z,; otherwise, =/, moves closer to z,. We
multiply the weighting factor with a constant 0 < ¢ < 1 so
that the new location is closer the previous location. Thus,
we are able to retain the location information through a
sequence of location updates from different neighbors.

4.4 Analysis

In this section, we attempt to infer, by simple geometric
analysis, whether RSSI or AoA sensors would be preferred
for localization. We also consider the presence of noise. In
particular, our goal is to derive a relationship between the
noise parameters of each sensor type so that their impact
can be compared during simulation.

Let us first consider the perfect scenario where no
measurement noise interferes with the sensor reading.
Recall that, to precisely locate a node, at least three RSSI
readings from different anchors are required, whereas only
two AoA readings are needed. When both measurement
types are available, only one RSSI reading and one AoA
reading from the same anchor are required to locate the
node. In such case, AoA readings should provide better
coverage (that is, locating more nodes) than RSSI readings.

In networks where connectivity is low and/or the anchor
ratio is low, it is likely that nodes have to estimate their
location based on other nodes’ estimates. Let us consider
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Fig. 3. Location range for two hops. The shaded area indicates the range
of all possible locations. (a) RSSI. (b) AoA.

how well location data is propagated in all sensor type
cases. Let node u be an anchor and v and w be nonanchors.
Let u connect to v and v connect to w, but let there be no
connection between u and w. Therefore, w has to infer its
possible location based on the indirect information from v.
In the case of RSSI sensors, the possible range of w is a
hollow disk with inner radius r — s and outer radius r + s,
where r is the distance between u and v and s is the distance
between v and w (Fig. 3a). In the case of AoA sensors, the
possible location of the intermediate node v is a beam with
the origin at u’s location. To derive the possible locations of
w, we have to draw a beam with the origin at every possible
point of the previous beam. Thus, the possible range of w is
an area bounded only by the beams and the network
boundaries (Fig. 3b).

From the above discussion, we can infer that RSSI
sensors are better suited for localization when location data
need to propagate through multiple hops. AoA sensors,
however, are better when anchors are only a single hop
away. Thus, when networks are sparse and/or the anchor
ratio is low, RSSI sensors are better suited. When networks
are dense and/or the anchor ratio is high, AoA sensors
would be a better choice.

When noise is added to the measurement readings, the
precise location of nodes cannot be obtained even when the
minimal geometric requirements are met. Instead, the
location needs to be estimated, and the accuracy of this
estimate is affected by the noise (and, thus, the noise model
in simulation and mathematical evaluations). Furthermore,
unlike the ideal scenario, where the minimal geometric



1096

Fig. 4. Finding similar error range between RSSI and AoA.

requirement is sufficient to localize the node, the accuracy
of the estimated location improves with readings from
additional neighbors. As in other related works, we qualify
the noise in terms of a noise ratio, which presents noise as a
percentage of the unbiased measure. In the case of RSSI, a
noise ratio of « over the unbiased distance D would depend
on the actual reading: D' = D - Uniform(l —z,1+z). In
other words, the distance measured at the receiver contains
an error in the range (—xD,xD), which is uniformly
distributed. The error in the distance measurement ac-
counts for the power loss due to factors such as multipath
fading and far field scattering. Modeling noise, in this way,
with a uniform distribution, is drastically simplified;
however, we have chosen this simplified model so that
our result can be effectively compared to results of other
AHLAs (as this method has been excessively used in the
AHLP literature). The AoA measurement noise is modeled
in a similar way using a uniform distribution; with a noise
ratio of y, the measured AoA at the receiver is then
A= A - Uniform(1 —y,1 4+ y).

To compare the estimates based on RSSI and AoA under
a noisy environment, we need to establish a relationship
between noise ratios « and y. In other words, with a given «
for RSSI, a corresponding y for AoA needs to be selected to
generate a more or less similar noisy environment. Fig. 4
shows how such a relationship could be established. Here,
we consider a scenario in which a node is localized from
three anchors of equal distance away. Let the actual location
of the node be A and the location of one of the anchors be B;
thus, the actual distance between them is D = |AB|. Let us
first consider the RSSI sensor, where z is the noise ratio. The
range of all possible estimated locations should be within a
circle of radius D - x centered at the actual location A.

Now, consider the case of the AoA sensor. To replicate a
similar range from the same three neighbors by AoA sensor,
the closest range that can be possibly formed is to project
Ao0A error y along line AB so that the entire circle is covered
(by selecting the beam angle appropriately). Doing so in all
three anchors, the actual location error range forms an outer
hexagon that encloses the circle. Here, sin(y) = |AA4'|/|AB|,
where |AA'|/|AB| = z. Thus, a relationship can be estab-
lished between the RSSI noise parameter x and the AoA
noise parameter y in that y = arcsin(z). Note that this
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relationship does not generate identical error range between
the two sensor types; in fact, the error range from AoA will
always be greater. However, since it is not feasible to find
the noise parameter that generates an identical error range
that would work for all cases, our simplification can be
justified. After all, our intention is to provide a relatively
similar error range, so we can reasonably compare the
results from the two sensor types.

4.5 Compressing/Decompressing Particle Filter
Distribution
In Sections 4.1, 4.2, and 4.3, it is assumed that a complete set
of particles is received from each of the neighbors. Since the
complete distribution consists of a large number of particles
with their location data, doing so is obviously not very
practical. Therefore, we propose a simple yet effective
compressing mechanism that allows a representative for the
particle distribution to be transmitted in a compact form.
Given a particle distribution X, we locate the most likely
value z as the particle in the distribution that has the
minimum overall distance to other particles, that is,
& = argmingex(d_,cx [ — y[). In other words, # is the most
representative particle of the entire distribution. From z, we
count the number of particles n within a predefined range .
We then calculate the variance o? within those n particles.
Thus, we obtain a quadruple (z, r, n, and o?). From there,
we remove the n particles in the previous quadruple from
the distribution and repeat the process of finding the
expected value, a larger range (explained later), and the
variance. By continuing the same process until all particles
have been covered, we obtain a sequence of quadruples that
approximates the original particle distribution. When the
quadruples are received by the receivers, a decompressing
step is executed to reproduce the distribution by randomly
generating particles based on the expected value, range,
particle number, and variance for each quadruple. Using
this method, the particle distribution can keep all of its
“modes,” even when the distribution shows several likely
location areas for the node.

Algorithm 2. Range Increase for Particle Compression
@ «— number of quadruples desired
R — max range that covers the entire area
minQuota — |X|/Q
rIncrement «— RY3/Q
zCount «— 0
r—0
curRange — 0
q 1
forg=1to Q do
maxzRange «— q - rIncrement
while cur Range < maxRange AND the number of
particles in curRange + xCount < minQuota - ¢ do
curRange — ¢ - rIncrement®/?
¢ —d+1
end while
T4 < curRange
xCount «— xCount + number of particles in cur Range
end for

3/2
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Fig. 5. Compressing the particle filter distribution.

For each broadcast, a fixed number of aforementioned
quadruples are transmitted. Fig. 2 shows the algorithm
used to progressively increase the range r for each
quadruple. The algorithm starts with an initial range of
R'?/@Q and a minimum quota of particle size | X|/Q for each
quadruple. As each quadruple is defined, a running sum
xCount keeps track of the total number of particles covered
thus far. At each step, the range is incremented exponen-
tially at each quadruple by r := %2, unless the running sum
already exceeds the minimum quota. The algorithm
guarantees that all particles are covered by the predefined
number of quadruples and the overall trends of the original
distribution are maintained. Meanwhile, by using a quota
limit with the exponential range increment, denser particle
areas are preserved in more detail. As reported in [10], our
experiments showed that the compression method reduces
the amount of data exchange by nearly 90 percent without a
significant increase in the location estimates” error. Fig. 5
shows a typical compressed distribution where the circles
represent the ranges.

5 SIMULATION RESULTS

We have conducted a number of simulation experiments to
validate the effectiveness of our solution. In the following
discussions, we will concentrate on the performance of the
filter based on the AoA reading (pure AoA as well as mixed
sensors of both AoA and RSSI coexisting in the same
network); detailed results on the performance of the pure
RSSI-based filter can be found in [10]. Although our particle
filter framework has no such restriction, we assume a
network in which all nodes have an identical transmission
power. Thus, we can effectively control the network
connectivity by varying the transmission range. A certain
percentage of nodes (simulation factor) are designated as
anchors that know their coordinates. When a node is
located within the transmission range of another node, we
assume that it is capable of receiving a signal from the
sender. The RSSI depends on the distance to the sender
(based on the employed signal propagation model) and a
noise model. The measured AoA reading is affected by a
noise model and its parameters as well.

1097

The signal propagation model that we use is the general
free-space propagation model of P =c-d?, where the
power of the received signal P is inversely proportional to
the second power of the distance d and c is a constant that
includes transmission power and frequency among others.
When the received signal strength P is below a threshold
P,in, it is considered too weak to be captured by the
receiver; thus, the link breaks. Note that the selection of ¢
and P,,;, does not affect the overall simulation results, as
long as the same values are used in the observation model
of the filters. For the particle filter itself, we use a total
number of 200 particles at each node. We randomly place
100 nodes into an isotropic (square) network. Noise is
added to both RSSI and AoA readings; for noise, we are
using the models outlined in Section 4.4.

Regardless of the sensor types available, nodes localize
themselves by running our particle filter framework using
the location exchanges among neighbors. The location
information is exchanged between the neighbors at 0.5-
second time intervals. In other words, on the average, a
node is able to obtain the location information from all of its
neighbors every 0.5 seconds. The 0.5-second time interval is
further randomized by a truncated normal distribution
N(0.5,0.5) to simulate the unpredictability of message
arrival time in real networks. We simulate each type of
scenario 50 times; the results are averaged and a 95 percent
confidence interval is calculated and displayed (using
vertical bars in our figures, each of which will be discussed
in detail). Estimation errors in our graphs are given as a
ratio to the transmission range; that is, an average error of 1
means that, on the average, the location estimate’s error is
the same as the nominal transmission range. We start by
showing simulation results on stationary multihop net-
works and then move to manets.

5.1 Connectivity

The primary performance metric for any location algorithm
is the estimation error, which indicates how close the
estimated location is to the actual location. We compare the
estimation error of our particle filter algorithm, including
several combinations of RSSI, AoA, and blind nodes, against
results of existing methods. Here, we use a noise parameter
of x = 20 percent and an anchor ratio of 10 percent. One
advantage of our method is that it produces the location
estimate along with a variance indicating its quality. Thus,
by varying the variance threshold, we are able to control the
effective estimation coverage; the lower the coverage, the
better the estimation accuracy. The estimation error in our
figures is therefore plotted against the desired coverage.
Fig. 6 shows the estimation error against coverage using
four different variations of the particle filter algorithm
while varying network connectivity. For each variation, we
modify the sensor types within the network as follows:

1. 100 percent of the nodes have RSSI-only capacity,

2. 100 percent of the nodes have AoA-only capacity,

3. 50 percent of the nodes have RSSI and another
50 percent of the nodes have AoA capacity, and

4. 100 percent of the nodes have both RSSI and AoA
capacities.
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Estimation Error vs. Coverage (stationary network, isotropic, GPS ratio 10%, noise ratio 20%)
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Fig. 6. Effect of network connectivity on the estimation error. (a) RSSI: 100 percent; AoA: 0 percent. (b) RSSI: 0 percent; AoA: 100 percent. (c) RSSI:

50 percent; AoA: 50 percent. (d) RSSI: 100 percent; AoA: 100 percent.

As shown in Fig. 6, network connectivity plays an
important role determining the localization accuracy. In
particular, nodes in sparser networks tend to be more
difficult to localize (that is, resulting in higher estimation
error) primarily due to two reasons. First, it is less likely for
the nodes in sparser networks to be one hop away from the
anchors. Thus, more nodes would have to rely on location
data from anchors several hops away. Furthermore, as the
network becomes sparser, it is likely to become discon-
nected. The location data from the anchors might not be
able to propagate to all nodes. In extreme cases, which are
much more common in sparser networks, there might be
nodes that do not meet the minimum geometric require-
ment of localization; therefore, those nodes cannot be
localized.

In Fig. 6a, where the localization relies solely on the RSSI
sensor data, the estimation error from the particle filter
method is plotted along with the results from DV-Hop, DV-
Distance, and euclidean methods that produce location
estimates with a fixed coverage. Thus, their estimation
errors are shown as single data points in the figure.
Comparing the single data points of the above methods,
the comparable plot (when degree = 4.61) from the particle
filter method closely follows the single data points from the
DV and euclidean methods. In general, algorithms such as
euclidean would trade off coverage for accuracy, whereas
algorithms such as DV-Hop would trade off accuracy for
coverage. Instead of relying on different AHLAs for

different trade-off objectives, our particle filter algorithm
is capable of exploiting such a trade-off by selecting the
coverage based on the filter variance. Such characteristics
make the particle filter solution versatile in adapting to the
different localization requirements. For instance, for the
application that prefers accuracy to coverage, only those
estimates with smaller variances can be considered valid
estimates. Conversely, for applications that prefer better
coverage, estimates with larger variances can also be
considered as valid.

Fig. 6b shows results where only AoA sensors are
available. It can be observed that the estimation error
becomes high when the network is sparse. As explained in
the aforementioned analysis, this can be attributed to the
fact that AoA sensors are less capable of propagating
location information through multihops. However, when
both RSSI and AoA sensors are implemented (as shown in
Figs. 6c and 6d), the estimation error can be drastically
reduced. In particular, when the average degree is greater
than 4.61, the 50 percent RSSI and 50 percent AoA sensor
combination outperforms the cases of 100 percent RSSI or
AoA sensors (Fig. 6¢). This indicates that mixing different
sensor data can be very beneficial in ad hoc localization.
When all nodes have both RSSI and AoA capacities, the
performance is even better (Fig. 6d). This result confirms the
results in [4], where the authors claim that localization
results can be drastically improved when both RSSI and
AOA capacities are available at all nodes.
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Fig. 7. Effect of anchor ratio on the estimation error. (a) RSSI: 100 percent; AoA: 0 percent. (b) RSSI: 0 percent; AoA: 100 percent. (c) RSSI:

50 percent; AoA: 50 percent. (d) RSSI: 100 percent; AoA: 100 percent.

5.2 Anchor Ratio

The effect of the anchor ratio on the estimation error is
shown in Fig. 7. Again, we consider four different types of
sensor configurations. As expected, higher anchor ratio
lowers the overall estimation error in all cases. Furthermore,
when half of the nodes have RSSI sensor capacity and the
other half have AoA capacity (Fig. 7c), the result is better
than using just one sensor type (Figs. 7a and 7b). This
further proves the advantage of using mixed types of
sensors in ad hoc localization.

5.3 Noise

The effect of the noise ratio « on the location estimates is
shown in Fig. 8. In general and as expected, a lower noise
ratio leads to lower estimation error. However, there is an
exception in cases when only RSSI sensors are used and the
coverage is high (Figs. 8a and 8c). In those cases, higher
noise ratio, such as 0.2 versus 0.1 and 0.01, would actually
result in a lower estimation error when the coverage
exceeds 30 percent. This is indeed a side effect of the noise
model. (Recall that the noise model is based on a simple
uniform distribution.) A higher noise ratio means a node
could hear from more neighbors because the uniform noise
sometimes increases the actual transmission range. There-
fore, when the noise ratio is high, even though the distance
estimates become less accurate, more neighbors can be
heard. In other words, more nodes are likely to obtain their

general locations, but those location estimates are not very
accurate.

Another observation to be made is that the estimation
error difference between various noise ratios decreases as
the actual estimation error increases. For instance, the
difference between the four noise ratios is quite small when
the coverage is 100 percent, and only AoA sensors are used
(Fig. 8b). We can also observe that, when only AoA sensors
are used, fewer nodes can localize themselves simply
because of the geometric limitation of the AoA method.
Thus, the average localization error for all nodes increases,
and such an increase is attributed more to the geometric
limitation than to the signal noise. Thus, the effect of the
noise ratio becomes less apparent.

5.4 Mixed Sensor Types

To further evaluate the localization result of mixed sensor
types, we added two additional types of sensor configura-
tions that include blind nodes. In particular, we consider
networks with one-third of the nodes having RSSI, one-third
having AoA sensors, and one-third blind. We will also
consider networks in which all nodes are blind. For these
experiments, we use a moderately connected (the average
degree is 7.66) network, an anchor ratio of 10 percent, and a
noise ratio of 20 percent. Fig. 9 shows the localization
performance of the network with the above configuration
versus the four other types of sensor configurations that we
saw earlier. In terms of overall estimation error versus



1100

Estimation Error vs. Coverage (stationary network, isotropic, GPS ratio 10%, Degree = 7.66)
T T T

IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL.6, NO.9, SEPTEMBER 2007

Estimation Error vs. Coverage (stationary network, isotropic, GPS ratio 10%, Degree = 7.66)

T
Noise Ratio = 0.5 +——
Noise Ratio = 0.2
Noise Ratio = 0.1 ol

Noise Ratip =0.01 |--& -

08

06 [

Estimation Error

04 |

02

oise Ratio = 0.5
oise Rafio = 0.2 -3
i io = 0.1 )

08 |

Estimation Error

06 |

04 |

| L L L
0 0.2 0.4 0.6 08 1
Coverage (1.0 = 100%)

(a)

Estimation Error vs. Coverage (stationary network, isotropic, GPS ratio 10%, Degree = 7.66)

L L
0 0.2 04 0.6 08 1
Coverage (1.0 = 100%)

(b)

Estimation Error vs. Coverage (stationary network, isotropic, GPS ratio 10%, Degree = 7.66)

12 T T T — - T
Noise Ratio = 0.5 ——
Noise Ratio = 0.2 t--x---
Noise Ratio = 0.1 +-x-—

Noise Ratio = 0.01 +-& -

0.8 |

06 | /l
04

02

Estimation Error

12 T T T — - T
Noise Ratio = 0.5 —+—
Noise Ratio = 0.2 +--x--+
Noise Ratio = 0.1 +--x--

Noise Ratio = 0.01 &

08 |

06 |

Estimation Error

04 -

02}

. . \ .
0 02 04 06 08 1
Coverage (1.0 = 100%)

(©

Coverage (1.0 = 100%)

(d)

Fig. 8. Effect of noise ratio on the estimation error. (a) RSSI 100 percent; AoA 0 percent. (b) RSSI 0 percent; AoA 100 percent. (c) RSSI 50 percent;

Ao0A 50 percent. (d) RSSI 100 percent; AoA 100 percent.

coverage (Fig. 9a), networks with one-third blind nodes
perform reasonably well. Compared to networks with
100 percent RSSI capacity, the networks with one-third blind
nodes have a higher localization error when the coverage is
low, but they catch up when the coverage increases. This
means that, although the estimated locations of individual
nodes might not be as accurate as in the networks with
100 percent RSSI sensors, more nodes are capable of
identifying their rough locations. When all nodes are blind
nodes, our particle filter framework still gives reasonable
estimates. About half of the nodes are localized within
60 percent of the transmission range, and all the nodes are
localized within 100 percent of the transmission range.

Fig. 9b shows how the estimation error behaves for
different types of sensor configurations in a function of
time. For each of the simulation runs, we capture estimated
locations at every second and compare them to the actual
locations. As expected, the estimated locations become
more accurate as more information is exchanged among
neighbors. As such, location information from anchors
eventually propagates throughout the network and allows
nonanchors to localize themselves. Note that the conver-
gence happens smoothly in all sensor configurations. This
can be attributed to our filter update methods, which rely
on the variances of the particle distributions. The differ-
ences between the variances allow the nodes with more
accurate location information to impact the nodes with less
accurate location information, and not vice versa.

5.5 Results on Mobile Networks

Previous works on the AHLP generally do not contain
extensive simulation and analysis when the network is
indeed mobile (as the definition of manets implies). As
discussed earlier, most previous methods are specifically
designed to work in stationary sensor networks, in which it
is sufficient to complete one round of localization and there
is no requirement for further adjustment when topology
changes. Thus, adapting them to work in mobile networks
can be quite challenging (see Section 6 for a more detailed
discussion on this). In the worst case, the entire localization
scheme has to be redone every time the network changes.
Our method, however, is specifically designed to work in
mobile networks. In our case, since the entire AHLA relies
on a simple location exchange between the neighbors and
there is no complicated multiphase operation, we can let the
same particle filter framework run continuously as nodes
move about.

For our mobile node localization simulations, we set the
population to 100 nodes with an original average degree of
7.6. We use the epoch-based mobility model of [20] to
simulate node movement, which is widely accepted as a
good mobility model for ad hoc networks (in general, it is
deemed more realistic than a Brownian motion model). The
entire movement path of the node is defined by a sequence
of “epochs,” that is, (ej,e2,---,e,). The duration of each
epoch is independently and identically distributed (LI.D.)
and exponentially distributed with a mean of 1/); within



HUANG AND ZARUBA: INCORPORATING DATA FROM MULTIPLE SENSORS FOR LOCALIZING NODES IN MOBILE AD HOC NETWORKS

Estimation Error vs. Coverage (stationary network, isotropic, GPS ratio 10%, noise ratio 20%, connectivity 7.66)

T T
RSSI 100%, AoA 100%
SI 0%, AoA 100%
RSSI 100%, AoA 0%
RSSI 50%, AoA 50%
RSSI 33%, AoA 33% ——+—1
RSSI 0%, AoA 0% F--o--'

08 [

06 |

Estimation Error

04 |

02

Coverage (1.0 = 100%)

(@

Convergence (stationary network, isotrophic, GPS ratio 10%, noise ratio 20%, connnectivity 7.66)
25 7 T T T T T

RSS! 100%, AA 100% ~ &1 |
RSS! 0%, AoA 100% &

3
R

Estimation Error

05 |

Time (seconds)

(b)

Fig. 9. Result of mixed sensor types. (a) Estimation error.
(b) Convergence.

each epoch, nodes move with a constant velocity vector. At
the end of each epoch, nodes randomly select a new velocity
vector. The direction of the movement is LID. uniform
between 0 and 27. The absolute value of the velocity is I.LD.
normal with a mean of y and a variance of o?. Our
simulation uses a fixed mean and variance such that p = o.
The result is obtained by using two different means and
standard deviations of 5 and 20 m/s. The expected amount
of time that a node maintains its current velocity is set at
5 seconds (A = 5).

Fig. 10 shows the filter convergence on mobile networks
for the first 30 seconds. In both low (5 m/s) and high
(20 m/s) mobile networks, the estimation error drops
quickly in the first several seconds. This represents the
phase when the nodes localize themselves initially. In
slowly moving networks (Fig. 10a), the estimation error
stays around the same level after the initial localization,
which indicates that the localization process is happening
quickly enough to adapt to the location change. In
networks with rapid node movements (Fig. 10b), however,
rapid location change increases the overall estimation
error. It is interesting to note that network mobility tends
to have less impact in the case when AoA sensors and/or
blind nodes are used. In fact, although the stationary
networks with RSSI-only nodes outperform the stationary
networks with AoA-only nodes, the opposite is true for
mobile networks. This indicates that, for our particle filter
framework, nodes with AoA sensors tend to adapt to
mobility faster than nodes with RSSI sensors.
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Fig. 10. Filter convergence with mobile networks. (a) average speed
=5m/s. (b) average speed = 20 m/s.

For comparison, we also implemented the Monte Carlo
localization (MCL) method proposed in [8], which is
another probabilistic localization method based on particle
filtering. MCL is designed for mobile networks and relies
only on the connectivity information; thus, it behaves much
like the blind node scenario in our algorithm. The main
difference is that MCL uses the anchor locations (up to two
hops away) as the measurement, whereas our algorithm
uses both anchor and nonanchor locations (one hop away).
As shown in Fig. 10, MCL has an initial lower localization
error because the location information from the anchors
two hops away can be used directly. Our algorithm uses the
location information from the anchors more than one hop
away indirectly via the exchange of the location distribu-
tions among the neighbors and, thus, it would take more
iterations to converge. However, our algorithm has the
advantage that the location information from the anchors is
implicitly contained in the location distribution of each
node. Via the exchange of the location distributions, the
anchor information essentially propagates freely, and
there is no limiting factor of two hops like MCL. Thus,
we observe in Fig. 10 that, once particles collapse, our
algorithm has a lower localization error than MCL.

In mobile networks, the frequency of filter updates
can have an impact on the localization accuracy. Since
the nodes are constantly moving, the current location
estimation can become obsolete very quickly. Thus, the
particle filters need to be updated at a sufficient frequency
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Effect of Update Interval (mobile network, isotrophic, GPS ratio 10%, noise ratio 20%, connnectivity 7.66)
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Fig. 11. Effect of update interval size in mobile networks (average speed

=20 m/s).

to keep up with the node movement. The effect of the filter
update frequency on the localization error is shown in
Fig. 11. Here, we use an average node movement speed of
20 m/s and vary the filter update frequency from 0.1 to
0.5 second (previous simulations use 0.5 second). As
expected, the localization error generally increases with
larger interval size. However, the increase is minimal in the
case of 100 percent RSSI and 100 percent AoA, as well as in
MCL, since they converge faster than others do. (We argue
that, by increasing the update rate appropriately, an
arbitrarily rapid mobility could be tracked. Indeed, the
update rate should be determined based on the current
local mobility rate of nodes.)

6 DiscussION

Most previous AHLAs attempt to pinpoint each node at a
single location. Although this is the ultimate goal of any
AHLA, it is fundamentally impossible for most topological
scenarios. Thus, the challenge in the AHLP really lies in
estimating the location of nodes, especially those that are
more than one hop away from the anchors. In such case, a
node might not know its exact location, but it may estimate a
number of possible locations (thus obtaining partial informa-
tion). A probabilistic approach provides a natural way of
representing such partial information. In particular, the
node location may not be presented as a fixed value, but as
a probability distribution. Initially, a node unknown of its
own location has its location distribution uniformly spread
over the entire deployment area. As the localization process
proceeds, the location distribution is updated, and it is
expected to converge to a more concentrated location
estimate (ideally, to a single high probability location). In
our previous work [10], we applied such a probabilistic
model by using RSSI as our measurements and particle
filtering as the method of updating the location distribu-
tions. We showed that the probabilistic method achieves a
much better balance of the trade-off between the estimation
error and coverage when considering the limitation of DV-
Hop/DV-Distance (high estimation error) and euclidean
(low coverage). Our method has the following advantages
over most existing AHLAs:

Measure of estimation quality. DV-based algorithms
can generate location estimates covering only a
subset of nodes. The coverage of the estimates
depends on the nature of the algorithm. There is
always a trade-off between the coverage and the
quality of the estimates. Some algorithms (such as
DV-Hop) give better coverage, whereas others (such
as euclidean) give better estimates. Our method,
however, generates location estimates for all nodes
in the network. Each estimate has an implicit
variance associated with it, serving as a quality
measure. Thus, the coverage of our estimates is not a
fixed value, but a function of the variances. In
practice, certain applications might desire better
estimation quality, whereas others might desire
better coverage. For instance, LAR protocols [13]
might only need a very rough location estimation of
the destination node when the request is still far
away, but as the request moves closer to the
destination node, more accurate location estimation
is needed. Previously, different AHLAs had to be
applied separately to accomplish the two objectives.
Our method produces results satisfying both scenar-
ios and does it in the same probabilistic framework.
Single-phase operation. Many algorithms employ
multiple phases during the localization process.
For instance, DV-Hop requires a first phase to
calculate per-hop distance and a second phase to
propagate the result. Multilateration methods [25]
require three phrases: initial estimation, grouping,
and refinement. Our method, however, has the
advantage of a single-phase operation. From the
implementation point of view, our algorithm can be
easily implemented in distributed fashion because
nodes do not have to collectively maintain the state
information of “which phase are we in?” From the
functional point of view, the probabilistic nature of
our method simplifies the algorithm by eliminating
the need for multiple phases. In multilateral meth-
ods, an initial estimate is obtained based on a certain
measure (distance or hops) to anchors followed by
the phase of further refinement. The initial location
estimate suffers because information from nonan-
chors is not used. The refinement phase is needed so
that information from nonanchors can be incorpo-
rated into the estimates. Our method does not need
separate phases, as the information from nonanchors
is automatically applied as soon as it becomes
available. In particular, nonanchors become more
and more certain of their locations (their location
variances decrease), allowing their estimates to be
used by neighboring nodes.

Simple communication model and fast convergence. Our
method employs a simple computation and com-
munication model which relies solely on local
broadcast (broadcast to neighbors only). This allows
our method to be naturally integrated into periodical
Hello messages (as generally used by mobile nodes
in ad hoc networks to declare their existence); we do
not require a new type of control message. Further-
more, our simulations show that, compared to
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existing methods such as APS, our method generally
converges with less message overhead.

4. Mobile readiness. Because our algorithm eliminates
multiple phases and uses a simple communication
model, it can be applied directly to mobile networks.
Whereas previous works do not generally provide a
simulation result for mobile scenarios, we demon-
strate via simulation that our method can be
effectively used in manets.

To the best of our knowledge, our work is the first that
incorporates multiple sensory data for localization using the
same algorithmic framework and enables localization for
nodes in both static and mobile multihop networks. The
need for such algorithms is established in [4], but the
authors only consider the limited case when both RSSI and
AoA are available at nodes. Our work is more general in
that we consider the cases when the nodes can either have
RSSI, AoA, both, or no sensory data at all. The same particle
filter framework allows the nodes with different sensory
capacities to collaborate in the localization.

7 CoNcLUSION AND FUTURE WORK

In this paper, we proposed a particle filter framework that
solves the localization problem in both stationary networks
and manets. Compared to previous localization algorithms,
our framework is general enough to accommodate different
sensory capacities regardless of the availability of ranging
(such as RSSI) or sectoring (such as AoA). More impor-
tantly, our framework allows the networks consisting of
nodes with different sensor types to collaborate in the
localization process. By leveraging the filter variances,
nonanchor nodes localize themselves by simple location
data exchanges with their neighbors without going through
an initial localization phase and a refinement phase; the
filter variances also give a measure of the estimation
accuracy. The differentiation in estimation accuracy could
be very useful, as different applications might have
different accuracy requirements.

Our analyses and simulation studies showed that, in
stationary networks, AoA sensors, by themselves, do not
work well when the network connectivity or the anchor
ratio is low. Whereas using only AoA sensors would
result in low localization coverage, good results can be
achieved by combining AoA-only sensors and RSSI-only
sensors in the same network. In fact, networks where
50 percent of the nodes have only AoA sensors and
another 50 percent of the nodes have only RSSI sensors
can achieve a better localization result than networks
dominated by one type of sensors. Furthermore, our
analysis shows that employing AoA sensors is highly
beneficial in mobile networks, especially when the net-
work mobility is high. Simulation studies also validate the
effectiveness of incorporating different sensor capacities
(RSSI, AoA, or blind) using the same particle filter
framework. With our framework, reasonable results can
be obtained even if one-third of the nodes do not have any
location sensors.

Although this work addresses network mobility, we
believe that there is room for further evaluation. In
particular, our current framework assumes that particle
filters are continuously updated with the same rate. The
update rate, however, could be tied to the mobility in such a

1103

way that the location updates are executed on demand. This
way, when the node movement is minimal, we can
eliminate the unnecessary updates and thus reduce the
network traffic and save the power consumption by
switching off the sensors. Furthermore, we are currently
using a rather simplistic movement model in the particle
filter (Gaussian displacement). This model could be im-
proved by learning movement patterns (models) and their
parameters (such as velocity and acceleration); we are
targeting our research at those enhancements for mobile
networks in the near future.
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